STATISTICAL FEATURE EXTRACTION
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Abstract: Applications of artificial intelligence in engineering disciplines have be-
come widespread and have provided alternative solutions to engineering problems.
Image processing technology (IPT) and artificial neural networks (ANNS) are types
of artificial intelligence methods. However, IPT and ANN have been used together
in extremely few studies. In this study, these two methods were used to deter-
mine the compressive strength of concrete, a complex material whose mechanical
features are difficult to predict. Sixty cube-shaped specimens were manufactured,
and images of specific features of the specimens were taken before they were tested
to determine their compressive strengths. An ANN model was constituted as a re-
sult of the process of digitizing the images. In this way, the two different artificial
intelligence methods were used together to carry out the analysis. The compres-
sive strength values of the concrete obtained via analytical modeling were compared
with the test results. The results of the comparison (R? = 0.9837—0.9961) indicate
that the combination of these two artificial intelligence methods is highly capable
of predicting the compressive strengths of the specimens. The model’s predictive
capability was also evaluated in terms of several statistical parameters using a set of
statistical methods during the digitization of the images constituting the artificial
neural network.
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1. Introduction

An important aspect of determining whether an existing concrete building or one
that is under construction has sufficient capacity to withstand earthquake and
vertical loadings is determining the features of the concrete used in the building.
Concrete is a construction material obtained by mixing sand, gravel or crushed
stone, cement and water in certain proportions. The strength of concrete can be
assumed to be high and to depend primarily on the components of the mix and the
conditions under which it hardens. The most important mechanical characteristic
of concrete is its compressive strength.

The fact that the compressive strength of concrete is one of the main parameters
in the design of concrete structures is the reason that compressive strength is
universally accepted as a universal gauge of concrete quality. Compressive strength
testing is perceived to be easier than other types of strength tests. The compressive
strength of concrete depends on constitution of concrete classes.

The compressive strength of concrete is traditionally measured at 28 days by
testing cylinders 15 cm in diameter and 30 cm in height or cubes that are 15 X
15 x 15 cm, cured under controlled conditions (e.g., at 20 x C' £ 2 x C in lime-
saturated water) [34]. Many factors, such as the quality of the cement, the water—
cement ratio, the curing conditions, the specimen dimensions, the granulometry of
the aggregate, the use of a concrete mixer in producing the concrete, admixture
materials added to concrete mixture, and the void ratio affect the compressive
strength of concrete.

The methods used to determine the strength of the concrete in a building can
be classified in two groups; destructive methods (such as core specimen sampling
and testing, mounted specimen using method, penetration resistance tests, and
break-off tests) and nondestructive methods (Schmidt hammer testing, ultrasonic
testing, resonant frequency testing, sound wave velocity testing and pin penetration
testing) [1, 7, 8, 14, 17, 19, 23, 27]. In addition to the traditional methods, many
other nondestructive test methods have been developed recently. One example
is the use of image processing technology (IPT) together with artificial neutral
networks (ANN). Image processing is a computer process of digitizing measured or
saved electronic (digital) image data using computer hardware and software [11].
An ANN is an artificial neural network modeled on the human brain. The ANN
method involves a process similar to the work done between the neurons in the
brain. The output signal for a given input pattern is generated, and this signal is
transmitted to the other cells in the network.

ANN is a popular approach to solving difficult and time-consuming engineer-
ing problems. ANNs have been developed to perform many different problems in
areas in structural engineering such as structural analysis and design, structural
dynamics and control, and structural damage assessment. The relevant literature
includes a number of studies on the use of ANN and IPT in civil engineering
problems. For instance, Arslan et al. [2] estimated reduction factors for prefabri-
cated single bay—single story reinforced concrete (RC) buildings using ANN with
81% accuracy. Arslan [4] determined the torsional strength of RC beams using
various ANN algorithms and showed that the ANNs were better able to predict
the torsional strength of the beams than conventional and code approaches. Ko-
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roglu et al. [21] used combined artificial neural networks (CANNS) to estimate
the flexural capacity of quadrilateral fiber-reinforced polymer (FRP) confined RC
columns. The accuracies of the ANN models were found to be better than those
of the conventional approaches described in the literature. Kose [22] investigated
the parameters that affect the fundamental period of RC buildings with infill walls
using ANN. Yuksel and Arslan [37] estimated RC silo design forces with ANN. IPT
has also been applied to various civil engineering problems, as well as to problems
in fields such as fingerprint analysis, facial recognition technology, biomedicine,
chemistry, veterinary medicine, telecommunications, urban studies, medicine, space
programs, nuclear medicine, biology, geology, archeology, astronomy, defense and
industrial applications [12,15,24,35,36]. The majority of these applications have
involved the determination of material properties. IPT can also be used in various
sub-disciplines of civil engineering [16,25,26,30,31].

Studies of the aggregate used in concrete and the compressive strength of con-
crete using IPT have demonstrated the applicability of IPT to characterizing con-
crete and its contents. In studies by Bagyigit et al. [7] the compressive strength of
concrete was estimated by applying IPT to concrete cube specimens. In a study by
Ozen [27] the relations between aggregate shape parameters and the compressive
strength of concrete were examined using digital image processing.

In this study, IPT and ANN were used together, unlike in other studies de-
scribed in the literature. In this paper, after a brief explanation of IPT and ANN,
the experimental and analytical study conducted to determine the compressive
strength of concrete via the combined IPT-ANN method is described. The ac-
curacy of the predictions obtained and the advantages and disadvantages of the
method are reviewed from a critical perspective. The method is also compared
with other traditional methods described in the literature.

2. Image processing and artificial neural
network

The use of artificial intelligence methods to find solutions to engineering problems
and offer alternatives to traditional methods and techniques is becoming more
widespread. IPT and ANN are among such artificial intelligence methods. In this
study, these two types of artificial intelligence methods were used together.

2.1 TImage processing technology (IPT)

The use of image processing methods to examine surface images of engineering
materials to determining the materials’ features and load-bearing capacities has
been researched in recent years. The main reasons for this are the fact that such
measurements can be made with no contact with specimen surfaces and the fact
that the desired results can be obtained without expensive and complex testing
equipment.

Image processing is the study of the adaptation of the human eye’s vision phys-
iology to computer systems. The conversion of images encountered in daily life to
digital images is a process of obtaining a new image as a result of changing (impro-
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vising) various features of the original image. Image processing methods consist of
many processes, such as capturing images, digitizing, improvising and classifying.

Digital image processing methods have gained importance in two main areas
of usage. The first area is the provision of image data to improve interpretation,
and the second area is the processing of images via activities such as storage,
communicating, screening and automatic detection processes.

In a digital image, the numbers assigned to each pixel reflect the radiance at that
point. The conversion process is called digitization. For each pixel, the radiance
of the image is sampled and evaluated computationally. Digitization of an image
obtained from nature is illustrated in Fig. 1.

TAKING IMAGE

<

Digital Camega Scanner

PRETREATMENT

Colour

RECOGNITION THE

IMAGE- INTERPRETE THE
IMAGE

A Real Image

3421 1347 35 2338 2 W4

A Digital Image

Fig. 1 Digitizing of the image taken from the nature.
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2.2 Artificial neural network (ANN)

ANNSs use properties similar to some of the organizational principles of the human
brain [32]. ANN represents the new generation of information processing systems.
An ANN can examine examples of events, make generalizations about the related
events, collect information and make decisions about new examples that it has
never seen using the information it has learned. In general, ANN is successful in
operations such as model selection and classification, function prediction, finding
the best value and data classification [10, 18]. ANN has been used to solve many
complex problems, particularly in the field of engineering, but has found a limited
number of applications in architectural science [13].

In this study, a three-layered feed-forward neural network was developed and
trained using the error back-propagation method. The structure of a feed-forward
multilayer network is illustrated in Fig. 2. The general structure of a neural network
consists of an input layer, one or more hidden layer(s) (HN) and an output layer. In
a three-layer network, for example, the first layer has input neurons that send data
via synapses to the second layer of neurons, which use more synapses to send data
to the third layer of output neurons. Systems that are more complex have more
layers of neurons, with some having multiple layers of input neurons and output
neurons. The synapses store parameters called weights that manipulate the data
in the calculations. Three types of parameters typically define an ANN: a) the
interconnection pattern between different layers of neurons, b) the learning process
for updating the weights of the interconnections, and c) the activation function
that converts a neuron’s weighted input to its output activation. The layers are
fully interconnected, as shown by the lines in Fig. 2. The input data are presented
to the ANN at the input layer and are processed in a forward direction through
the hidden layer(s). The output of the ANN is computed at the output layer. This
is known as a “feed-forward mechanism.” In a feed-forward operation, the flow of
information is from left to right. In scientific problems, the number of input and
output parameters is generally determined by design requirements. However, the
choice of the number of HN neurons is left to the user. There is no general rule
for selecting the number of neurons in a hidden layer. The purpose of all learning
algorithms is to determine the connection weightings that will best represent the
relationship between the input data and the output data.

The training phase of an ANN is performed using an error back-propagation
algorithm. In this study, the Levenberg—Marquart (LM) back-propagation training
algorithms, which uses standard numerical optimization techniques, was employed.
The LM algorithm was designed to approach second-order training speed without
it being necessary to compute the Hessian matrix.

Data scaling is another important step in network training. In this study, linear
scaling of the data between 0 and 1 was used:

_ (Z - Zmin)
e = (Zmax - Zmin) ’ (1)

Here, s, is the normalized value of the variable z, and 2z, and zy.x are the variable
minimum and maximum values, respectively.
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Fig. 2 ANN Architecture.

Training and test errors can be calculated using equations given in [28]. The
following formula used in this study is also frequently used in literature:

Error (%)= | &2—«+—— | - 100 (2)

Here, t(i) are the desired output values, a(i) are the neural network outputs, k
is the data number in a set of training or test data, m is the number of the segment
in the training or test data, and n is the number of neural network outputs for the
training or test procedures.

3. Formation of experimental data set

An experimental data set was constituted to test the utility of image processing
and ANN in prediction of the compressive strength of concrete. Sixty cube concrete
specimens of different concrete classes and 15 x 15 x 15 cm in size were prepared
to provide quantitative data for analysis [9]. In this study, CEM I 42.5 Portland
cement was used. Concrete specimens with various cement dosages and water—
cement ratios were prepared, but not according to any systematic program. The
water—cement ratios ranged from 0.4 to 0.6, and the cement dosage ranged from
350 to 450 kg/m3.

The samples were taken from 7 and 28 days cured concrete samples. On the 74"
day, various tests, not including pulse velocity tests, were carried out in accordance
with the standards presented in TS EN 13791 [33], which addresses the design and
construction of reinforced concrete structures.
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The surfaces of each cube specimen were photographed. The photographs of
the specimens’ surfaces that were in contact with steel bars were selected for use in
the experiment, according to the rationale that these surfaces would be smoother
than the other surfaces. The specimens selected and their photographed surfaces
are presented schematically in Fig. 3, and the production process is illustrated in
Fig. 4. The color photographs of both smooth surfaces of all the cube samples
were taken at a distance of 20 cm using a Canon A3100 digital camera with 12.1-
megapixel resolution.

P

concrete sample

Fig. 3 Schematic view of experiment.

Fig. 4 Presentation of surface to which cube concrete sampling is applied.

Pulse velocity testing of the specimens in compression was conducted at 0.6
MPa/sec. The surface images of the cube specimens with significant strength
values are presented at Fig. 5.

To determine the compressive strengths of the concrete specimens, each speci-
men was tested in a compressive testing machine after being photographed, and the
measured strength was noted. In Fig. 6, testing machine and measuring systems
are given.
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Image of sample whose Image of sample whose Image of samples whose
compressive strength is compressive strength is compressive strength is
18,83 MPa 19,94 MPa 36,23 MPa

Fig. 5 Images of cube concrete samples.
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]/ £

Fig. 6 Testing machine and measuring systems.

4. Analysis approach

In this study, the prediction of the compressive strengths of the concrete specimens
was accomplished in two phases: digital image processing and ANN analysis. In
contrast to the typical applications of one or the other of these two methods in the
literature, image processing and ANN were used together. The MATLAB [20] was
used to digitize the specimen images.

Using MATLAB’s image processing functions, each of the image files was im-
ported into the application platform as a matrix consisting of [m x n]-dimensional
pixels. The operations on this matrix were scanned as a picture of the matrix,
obtained as a result of the algorithms applied.

The region of interest of the matrix to be processed was determined. For op-
erational simplicity, a matrix consisting of gray values (0-255) was obtained by
projection onto the first 2 dimensions of the 3-dimensional images. A histogram
is the graphical expression of pixel values in an image and identities the pixels at
each point in an image. The histograms of some of the tested concrete specimen
images are shown in Fig. 7. In the diagrams, the x axis represents the pixel values
in the image (0-255), and the y axis represents the pixel values’ existence numbers
in the image.

After this step, to symbolize each pixel, a [3,000 x 4,000]-dimensional matrix
was formed from the digital images of the concrete cube specimens used in the
experiments by assigning a number corresponding to the radiance of each pixel.
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Fig. 7 The histogram of concrete image having 19,94 MPa compressive value (a),
The histogram of concrete image having 36,23 MPa compressive value (b), The
histogram of concrete image having 37,82 MPa compressive value (c).

As Fig. 8 shows, by obtaining two different edges in the specimen image, 10 x 10-
sized matrices corresponding to these edges were developed. The concrete specimen
images used in the experiment are in shades of gray, and 256 different gray shade
values are used for image gaps with gray shades in image processing applications.
Light-colored pixel values are closer to 255, while dark-colored areas are closer to
0. Fig. 9 presents a schematic illustration of the sample processing steps. Through
the application of the digitizing process to each specimen image, the digital data
were transformed into [3,000 x 4, 000]-dimensional matrix digital form suitable for
ANN processing.

After the images were digitized in 3,000 x 4, 000-dimensional matrix form, the
compressive strength of each specimen was predicted using the ANN structure. At
this stage, the determination of the ANN structure to be used is crucial for the
accuracy of this study. For this purpose, as discussed in the literature, the optimum
number of hidden nodes and absorption ratio values constituting the structure of
the network were determined by training and testing the ANN by trial and error.
Furthermore, the optimum network form was determined by evaluating parameters
such as the moment coefficient (m.) and iteration number (epochs), and the other
elements of the ANN were evaluated by trial and error again.
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Fig. 9 Schematic presentation of application sample testing steps.

Because the 3,000 x 4,000-dimensional matrix obtained from digitization of
the images symbolize the ANN input, minimization of this matrix will decrease
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both the required number of iterations and the error margin. To minimize the
matrix used as the ANN input, feature extraction was conducted by applying
some statistical methods. In the ANN feature block, the accuracy percentage was
determined using statistical measures such as the arithmetic mean, the standard
deviation, and the median. The arithmetic mean is the central tendency of a
collection of numbers determined as the sum of the numbers divided by the size of
the collection. The median of a collection of numbers can be found by arranging
the numbers from the lowest value to the highest value and picking the middle
one. The standard deviation shows how much variation or dispersion exists in the
collection of numbers.

In the feature extraction block, using statistical measures such as the average,
standard deviation, and median of each column, the column can be expressed as
a single digital value. In this way, the 3,000 x 4,000-dimensional matrixes were
reduced to 1x4, 000 dimensions. Furthermore, using the three mentioned statistical
measures together, a different 3 x 4,000-dimensional matrix was obtained. The
methods listed in Tab. I are grouped as ANN-1, 2, 3 and 4 methods.

(0]
S
o 5 |, |E.| 8|, 2
23 — » = |8 g5 25|88 g
S 2 i £ g 238l Ey |68 |25 |E% |25
b8% |32 |EE |E23|5s|SE|En|Ef |2
A S S & S e ZTzZ 9 |20 |E< s | <<
Mean ANN-1 | 1x4000 | 12 1.0 0.2 LM | 2000 | 1:12:1
Standard | ANN-2 | 1x 4000 | 8 1.0 [02 [LM | 2000 | 1:81
Deviation
Median ANN-3 1 x 4000 | 26 1.0 0.2 LM 2000 1:26:1
Together ANN-4 3 x 4000 | 14 1.0 0.2 LM 2000 1:14:1

Tab. I Optimum parameters used in ANN structures.

Through the feature extraction operation, an ANN network model was built
using the average, standard deviation and median values of the matrix separately
and together. Arslan et al. [6] predicted the earthquake performance of buildings
using ANN by applying feature extraction to achieve a notable accuracy rate.

It is known that the number of hidden nodes greatly affects the performance
of an ANN. Hence, tests were conducted with between 0 and 80 hidden nodes to
determine the optimum number of hidden nodes. It was observed that a node
number of 1.0 require the least training and yielded the smallest mistakes after
the learning rate was increased in increments from 0.001 to 5.0, provided that the
optimum hidden node was pegged. It was also observed that the iteration number
at which the moment coefficient (m.) becomes 0.2 was 2,000.

Arslan [3,5] observed that different back-propagation algorithms affect ANN
results in different ways. In this study, only the Levenberg-Marquardt (LM) back-
propagation algorithm was used to train the ANN. The total data was equally
divided into training and testing data sets, and the outputs of the networks were
determined as the value of compressive strength of concrete (f.). First of all, the
input data was normalized to [0 1] for the utilization of the logarithmic sigmoid
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function used in ANN as the activation function whose minimum and maximum
values were 0 and 1, respectively. Then, the two-fold cross-validation was imple-
mented to the total data set. At first, the training and testing procedures were
carried out, and then the testing data was used for the training process of ANN
and the training data was used for the testing process of ANN. The advantage
of using cross-validation method is that all the data can be used for training, i.e.
none has to be held back in a separate test set. In this study, the two-fold cross-
validation method illustrated in Fig. 10 was used for obtaining a better network
generalization. The obtained training and testing errors determined according to
Eq. (2) were averaged and given in tables and figures. Values of parameters for
the optimum ANN structures are presented in Tab. I.

‘\
|:> Train
(30Samples)
Data
—>

Set > First Fold
Test
(30Samples)
(60 Samples) .
‘\
Train
(30 Samples)

Data
set | —

>~ Second Fold

Test
(30 Samples)

-

Fig. 10 Procedure of two-fold cross-validation.

5. Results

The outputs from the ANN are the predicted values of the compressive strengths
of the concrete specimens in MPa. The strength values predicted by the ANN and
the values obtained from the laboratory test of the concrete specimens are given
in Tab. II. ANN-estimated values are given separately in Tab. II for each method.
The estimated results are similar. The ANN-4 method, in which only average
values are used, yields the best strength predictions. Although the similarity of
the results prevents identification of one method as being superior to the others,
the importance of feature extraction becomes apparent in considering the positive
effects of the low matrix dimensions of the ANN-1, ANN-2, and ANN-3 methods
on the processing time.

The laboratory-measured and ANN-predicted concrete compressive strengths
are compared in Fig. 11 and Fig. 12. A regression analysis of the measured and
predicted values was conducted to assess the quality of the ANN predictions.
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Sample | fcexp feprEDICTED [MPa]
ID | [MPa
foanNn_1|feanN_2 |feaNN_3 | fcANN_4

1 19.94 20.04 19.50 19.06 20.14
2 18.83 18.92 18.41 18.00 19.01
3 18.57 18.66 18.16 17.75 18.35
4 20.25 20.35 19.80 19.36 20.45
5 20.14 20.03 19.69 19.25 19.89
6 18.22 18.12 17.82 19.02 18.40
7 16.52 16.23 15.96 17.03 16.13
8 16.11 16.03 16.46 15.40 16.27
9 36.23 36.04 37.02 37.82 36.59
10 36.34 36.15 37.14 37.94 35.90
11 37.14 37.32 36.32 38.77 36.69
12 33.26 33.42 32.52 34.72 33.59
13 35.53 35.70 34.74 37.09 35.10
14 37.82 38.01 38.65 39.48 37.36
15 23.40 23.51 23.91 24.42 23.63
16 20.36 20.46 20.80 21.25 20.11
17 20.30 20.40 20.74 21.19 20.51
18 22.98 22.89 23.28 23.78 22.51
19 24.60 24.72 25.14 23.51 24.30
20 20.79 20.89 21.24 19.87 21.00
21 25.12 24.99 25.67 24.01 24.82
22 26.99 26.85 27.58 25.80 27.26
23 25.61 25.48 26.17 24.48 25.31
24 28.00 27.79 28.13 27.50 27.78
25 28.88 29.13 28.20 26.93 29.03
26 30.52 31.11 30.57 29.22 30.13
27 30.69 30.38 31.03 29.17 31.22
28 30.79 31.12 28.50 30.13 28.98
29 31.80 31.80 31.80 31.80 31.80
30 31.09 32.12 30.78 31.69 32.26
31 31.59 30.96 32.53 32.83 31.44
32 31.84 31.20 32.79 34.06 31.69
33 32.09 31.44 33.05 33.33 32.94
34 32.28 32.63 32.24 34.53 32.13
35 32.71 31.05 33.69 34.99 32.56
36 32.74 32.08 33.72 33.03 32.59
37 35.88 35.16 36.95 35.39 35.75
38 37.4 36.65 38.52 38.01 37.23
39 37.49 38.74 37.61 39.11 38.32
40 38.00 37.24 39.14 39.66 38.82
41 38.90 39.12 39.06 40.62 39.72
42 38.31 37.54 39.45 40.99 38.13
43 38.65 37.87 39.80 40.35 38.47
44 38.68 37.90 39.84 40.38 38.50
45 39.58 38.78 41.76 41.35 39.40
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46 39.88 | 39.08 41.07 40.67 39.70
47 70.16 | 39.35 41.36 42.97 39.97
48 70.82 | 40.00 42.04 43.67 40.63
49 J1.78 | 40.94 43.03 4270 41.59
50 J1.81 | 40.97 42.06 43.73 41.62
51 1344 | 4257 44.74 15.48 43.24
52 13.95 | 43.07 44.26 14.02 43.75
53 4421 | 4332 45.53 46.30 45.01
54 15.06 | 44.15 16.41 47.21 14.85
55 1540 | 44.49 16.76 47.57 46.19
56 16.06 | 45.13 45.44 47.28 15.85
57 1645 | 45.52 47.84 48.70 47.24
58 16.80 | 45.86 47.20 48.07 16.58
59 1723 | 46.28 18.64 47.53 47.01
60 1876 | 47.78 48.22 49.17 48.54

Tab. IT Concrete compressive strength values and presentation of estimated values
obtained from model types of ANN.

60 - R* =0,996 60 - R* =0,996
50 50
40 -| 40
30 - 30 4
20 -| 20

10 -

Poxperivental (MPa)
Pecperimental [MPa)

0 10 20 30 40 50 60 0 10 20 30 40 50 60
Pann-1 (MPa) Pann-1(MPa)

Fig. 11 R? graph of experimental datas and results obtained from ANN-1 (a), R?
graph of experimental data and results obtained from ANN-2 (b).

60 - R* =0,9837
50 50 R* =0,9961
—_ 50
= 40
s ® 40
[
E 30 1 [-%
§ f 2 30
£ 20 - - 2
g g 20
a =
10 2
E £ 10 |
[}
o i & o : : : : . .
[v] 10 20 30 40 50 60 0 10 20 30 40 50 )

Pann-z (MPa) Pann-a (MPa)

Fig. 12 R? graph of experimental datas and results obtained from ANN-3 (a), R?
graph of experimental datas and results obtained from ANN-4 (b).
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6. Discussion

In this study, a combination of the IPT and ANN methods was shown to be promis-
ing in predicting the compressive strength of concrete. Measured compressive
strengths were compared to strengths predicted using the combined TPT-ANN
method and were found to be similar. The relative error varies between 0.39% and
1.63%. The accuracy of the results depends, of course, on the data set used.

Various factors that affect the compressive strength of concrete could be used
in other such experiments. For example, a data set could be developed that in-
cluded such parameters as the age of the concrete, the shape and geometry of the
specimens, the loading rate of the testing machine, the water—cement ratio, the
characteristics (shape, maximum size, and strength) of the aggregates used, any
additives used during production of the concrete or added later, air void ratios,
and curing conditions.

In this paper, authors have not aimed to see the parameters effect on image
quality of concrete surface. It is well known that various factors affect the com-
pressive strength of concrete and in the literature; many published papers have
investigated these parameters’ effects on concrete compressive strength. In addi-
tion, as far as author’s knowledge there is no study on effects of parameters to
image quality of concrete.

The features of the camera used to take the pictures of the specimens, the
available light and the distance from which the pictures are taken may also affect
the accuracy of this method. The camera used in this study, the distance between
the camera and the specimens’ surfaces, and the amount of light around the stage
can all be considered parameters affecting the results of this study. In this study,
the color photographs of both smooth surfaces of all the cube samples were taken at
a distance of 20 cm using a digital camera with 12.1-megapixel resolution and in day
light condition. The analyzed results of the picture taken from concrete samples
are related to the distance between the camera and the specimens’ surfaces, the
amount of light around the stage and megapixel resolutions.

A comparison of this approach to predicting concrete compressive strength via
image processing with other approaches [7, 29] indicates that there are differences
between how the cube specimen pictures were taken in this study and how they have
been taken in other studies. The cube specimens used in the other studies cited were
cut into four pieces, and surface photos of each piece’s edges were taken. A digital
scanner was used to scan 6 different surfaces obtained while photographing each
specimen, and the scanned images were worked on. The rationale for cutting the
specimen to pieces is that the strength of the aggregate pieces and their dispersion
in the concrete affect the compressive strength and provide more observations for
use in determining the compressive strength. On the other hand, this approach
to image processing is destructive, time-consuming and costly. The fact that the
specimens are destroyed by being cut into pieces suggests that the method described
in this paper may offer an alternative that is nondestructive, less time-consuming,
and less costly.

The quality of the concrete is not related only to the surface quality, however,
the surface quality of concrete gives an important clue about concrete mechanical
properties.
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7. Conclusions

The results of this study, in which both IPT and ANN were used, show that a high
correlation was obtained between concrete compressive strength values determined
from experimental and analytical methods. This method, which is used to predict
the compressive strength, the most important mechanical feature of concrete, yields
positive results that supplement those of traditional methods. The strength values
of concrete specimens predicted using this method were found to be very close to
the strength values measured by destructive compression testing.

The method used in this study to predict the compressive strength of concrete
using image processing and an artificial neural network would yield more reliable
and accurate results if paired with other nondestructive methods to predict concrete
compressive strength. However, the method mentioned in this study, should be
calibrated by using many other parameters such as the aggregate distribution,
void ratio, the feature of the cement paste, etc affect the compressive strength of
concrete.

This method can be considered an alternative method for determining the com-
pressive strength of concrete structural elements of existing reinforced concrete
buildings. However, like other nondestructive test methods, this method must
also be calibrated using core specimens taken from the existing reinforced concrete
buildings.

The method proposed in this study is suitable for high-speed quality checking
in a concrete production factory. As a current method in the literature, the method
can be used with the other methods for verification.
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