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Abstract: Credit risk assessment, credit scoring and loan applications approval
are one of the typical tasks that can be performed using machine learning or data
mining techniques. From this viewpoint, loan applications evaluation is a clas-
sification task, in which the final decision can be either a crisp yes/no decision
about the loan or a numeric score expressing the financial standing of the appli-
cant. The knowledge to be used is inferred from data about past decisions. These
data usually consist of both socio-demographic and economic characteristics of the
applicant (e.g., age, income, and deposit), the characteristics of the loan, and the
loan approval decision. A number of machine learning algorithms can be used for
this purpose. In this paper we show how this task can be performed using the LISp-
Miner system, a tool that is under development at the University of Economics,
Prague. LISp-Miner is primarily focused on mining for various types of association
rules, but unlike “classical” association rules proposed by Agrawal, LISp-Miner in-
troduces a greater variety of different types of relations between the left-hand and
right-hand sides of a rule. Two other procedures that can be used for classification
task are implemented in LISp-Miner as well. We describe the 4ft-Miner and KEX
procedures and show how they can be used to analyze data related to loan appli-
cations. We also compare the results obtained using the presented algorithms with
results from standard rule-learning methods.
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1. Introduction

Credit risk refers to the risk that a borrower will default on any type of debt by
failing to make required payments. To reduce the lender’s credit risk, the lender
may perform a credit check on the prospective borrower. The granting of credit
then depends on the confidence the lender has in the borrower’s credit worthi-
ness. Most banks or lenders use some credit-scoring models (credit scorecards)
to rank potential and existing customers according to their risk. One example
is the FICO (Fair, Isaac and Company) score, the most popular credit score in
the US. The FICO score is derived from positive and negative information in the

∗Petr Berka, Dept. of Information and Knowledge Engineering, University of Economics,
W. Churchill Sq. 4, CZ-130 67 Prague, Czech Republic, E-mail: berka@vse.cz

c©CTU FTS 2016 497


	nagy
	Introduction
	Problem formulation
	Preliminaries
	Models
	Recursive estimation of individual models

	Multinomial mixture-based logistic regression
	On-line/Off-line mixture-based logistic regression
	The learning phase
	The testing phase

	On-line multinomial mixture-based logistic regression

	Results
	Example with simulated data
	Experiments with real data
	Data
	Results

	Discussion

	Conclusions

	kwon
	Introduction
	Methods 
	Subjects
	Data acquisition
	Probabilistic fiber tracking
	Determination of connections between the ICP  and target brain regions
	Statistical analysis

	Results
	Discussion

	bo
	Introduction
	Reviews of LLE and SLLE
	Locally Linear Embedding
	Supervised Locally Linear Embedding

	Supervised Locally Linear Embedding based on Distance Metric Learning
	Experiments and results
	Conclusions

	erzin
	Introduction
	Self Organization Feature Map (SOFM)
	The data sets used in the development of the SOFM models
	Developed Self-Organizing Feature Map  models 
	Results and discussion
	Conclusions 

	berka
	Introduction
	Related work
	The LISp-Miner system
	Association rules and the 4ft-Miner procedure
	Decision rules and the KEX procedure

	Experiments with the loan application data
	Conclusions

	shao
	Introduction
	Evolutionary algorithm with quantum  computing
	Quantum bit
	Quantum gates
	Quantum-inspired evolutionary algorithm

	The QPSO improvement based on local  attracting
	Quantum angle
	Local attractor
	Procedure of LAQPSO

	Optimization experiments
	Test functions
	The comparison by different a
	The comparison by different algorithms

	Conclusions

	shao.pdf
	Introduction
	Evolutionary algorithm with quantum  computing
	Quantum bit
	Quantum gates
	Quantum-inspired evolutionary algorithm

	The QPSO improvement based on local  attracting
	Quantum angle
	Local attractor
	Procedure of LAQPSO

	Optimization experiments
	Test functions
	The comparison by different a
	The comparison by different algorithms

	Conclusions

	shao.pdf
	Introduction
	Evolutionary algorithm with quantum  computing
	Quantum bit
	Quantum gates
	Quantum-inspired evolutionary algorithm

	The QPSO improvement based on local  attracting
	Quantum angle
	Local attractor
	Procedure of LAQPSO

	Optimization experiments
	Test functions
	The comparison by different a
	The comparison by different algorithms

	Conclusions

	berka.pdf
	Introduction
	Related work
	The LISp-Miner system
	Association rules and the 4ft-Miner procedure
	Decision rules and the KEX procedure

	Experiments with the loan application data
	Conclusions




