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Abstract: With the increasing use of the Internet and electronic documents, au-
tomatic text categorization becomes imperative. Many classification methods have
been applied to text categorization. The k-nearest neighbors (k-NN) is known to
be one of the best state of the art classifiers when used for text categorization.
However, k-NN suffers from limitations such as high computation, low tolerance
to noise, and its dependency to the parameter k and distance function. In this
paper, we first survey some improvements algorithms proposed in the literature to
face those shortcomings. And second, we discuss an approach to improve k-NN
efficiency without degrading the performance of classification. Experimental re-
sults on the 20Newsgroup and Reuters corpora show that the proposed approach
increases the performance of k-NN and reduces the time classification.
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1. Introduction

Text categorization (TC), the activity of labeling texts with predefined thematic
categories, is a task which began in the early 60s [22]. In the field of information
retrieval, TC becomes more and more important due to the increased documents
available in electronic format and the need to access them in a flexible manner. TC
is used in all applications requiring document management or document routing, for
example, spam email filtering, documents indexing or web page classification [24,
27]. Formally, automatic text categorization is a supervised learning task, defined
as identifying the class labels for new documents based on a training set of labeled
documents [27]. A wide variety of machine learning techniques has been designed
for text categorization, including decision trees [1], k-NN (k-Nearest Neighbors)
[32], Bayesian probabilistic methods [11], neural networks [20], Support Vector
machines (SVM) [19], boosting methods [12], and many other machine learning.
Among them, the k-NN algorithm has shown great potential in text categorization.
k-NN [6], is a very simple instance-based learning algorithm. Despite its simplicity,
it can offer very good performance. Its major disadvantage is that k-NN requires
more time for classifying objects when a large number of training examples are
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given. Several approaches have been suggested for improving k-NN algorithm [16].
Advanced storage structures, such as kd-trees, R-trees or ball-trees, are proposed by
[21] to speed up the k-NN computation. Genetic algorithm is combined with k-NN
in [29] to improve performance. Another successful technique known as instance
selection is also proposed to face simultaneously, the efficiency storage and noise of
k-NN. The authors in [13] gave a complete taxonomy of instance selection methods
and presented an empirical study for analyzing those methods in terms of accuracy,
data reduction and efficiency. However, the evaluation was done only on structured
data sets from UCI repository. Motivated by these facts, through this paper, we
discuss a new approach to improve k-NN speed without degrading the performance
of text categorization.

We propose an original solution to overcome one of the major drawbacks of
k-NN method, which is the cost classification in a text categorization task where
we handle thousands of documents or even thousands of thousands. The principle
of this method is as follows: when a new instance should be classified; instead of
involving all learning instances to retrieve the k-neighbors which will increase the
computing time, a selection of a smaller subset of instances is first performed.

Unlike other methods [25, 14, 18], our instance selection approach is dynamic
in the sense that is applied each time a classification of a new instance is needed.
We adopt the approach that we have already studied within the context of spam
filtering application [5], this time; it will be around k-NN-based text categorization.
We propose using the Boolean model of CASI [2], with some revisions to represent
the training documents and use its inference engine to select relevant documents
that will participate in the search of neighbors. In our previous work [5], the per-
formance of the proposed approach was partially investigated; it was applied to
spam filtering, and only accuracy classification was investigated. Our concern was
to show that reducing the size of training instances will not degrade the perfor-
mance of classification. Experiments performed on Ling-Spam corpus showed that
the proposed approach achieves better classification accuracy compared to other
published works in the field of spam filtering. In this work, we focus on k-NN
efficiency. The main purpose of this paper is to show how the new approach will
also significantly speed up the process of text categorization without degrading the
performance of classification. Experiments on Reuters and 20NewsGroups showed
that the proposed method is competitive in terms of predictive performance, while
accelerating the time of classification.

The rest of the paper is organized as follows. The next section reviews some
of the pertinent literature on k-NN improvements for text categorization. In Sec-
tion 3, the new improvement of k-NN is presented and discussed. The results of
experiments carried out on the proposed classifier, as well as on k-NN, are pre-
sented in Section 4. Discussions of results are given in Section 5. Lastly, the paper
is concluded in Section 6.

2. k-NN improvements for TC

The k-nearest neighbor algorithm differs from other learning methods because no
model is induced from the training examples. The data remains as they are; they
are simply stored in memory. To decide the class of a unknown document, the
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algorithm looks for its k-nearest neighbors and predicts the most frequent class of
those k-nearest neighbors. Therefore, the method uses two parameters; the number
k and a similarity function to compare the new instance with training instances.

This process has a few inherent problems:

• To determine the class of the unknown document, k-NN has to compare it
with all the training documents. As a result, its efficiency will degrade when
using a large repository [3].

• k-NN classification performance depends on choosing similarity function [10]
and the appropriate number of neighbors, k [7, 3]. The optimal value of
the parameter k is chosen by many tests. Nevertheless, this procedure is
improper in some applications.

• k-NN classifier is noise tolerant since it uses all training data as relevant, even
when training documents contain noise or unbalanced data [28, 37].

After examining some research papers that have tackled the k-NN improvement
for text categorization, we consider useful to review, in this section, some of the
pertinent literature on k-NN based text categorization improvements pinpointing
their idea, their advantages, and their drawbacks.

2.1 Improving k-NN by neighborhood size and similarity
function

In the traditional k-NN algorithm, the value of k is fixed beforehand. If it is
large, big classes will overwhelm little ones. On the other hand, if k is small, the
advantage of k-NN algorithm will not be exhibited. To be less dependent on the
choice of k, an improved k-NN algorithm is proposed by [3]. The new algorithm uses
different numbers of nearest neighbors for distinct categories, rather than a fixed
number across all categories. More neighbors will be used for deciding whether
a test document should be classified into a category, which has more examples
in the training set. Experiments on Chinese text categorization show that their
method is less sensitive to the parameter k than the traditional one. This approach
concentrates on neighborhood size; however, it needs more computation.

To reduce unnecessary processing of cross-validation to find the optimal value of
k, the approach proposed by [7] stops when the best value is found. The excessive
processing of cross-validation is then reduced and therefore, time and space used
for classification are also reduced. Unfortunately, the method is evaluated on small
data set.

The authors of reference [10] are tempted to see if the use of measures other
than cosine similarity can improve the performance of k-NN classification. They
propose replacing the classical cosine similarity with a KL divergence based simi-
larity measure. They make use of the relevance measures recently popularized in
language modeling based document retrieval research to find the nearest neigh-
bors [17]. Although experiments on Reuters Corpus Volume I (RCV1) and the 20
Newsgroups data set show that the new measure improves the classification results
compared to the classical approach based on the cosine similarity measure, the
approach needs more computation time.
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2.2 Improving k-NN speed by reducing the number of train-
ing documents

As we said before, the traditional k-NN based text classification algorithm used all
training documents for classification; it requires a high storage memory and a high
degree of calculation complexity. To deal with these problems several improve-
ments are proposed. A new technique known as the generalized instance set (GIS)
algorithm is proposed by unifying the strengths of k-NN and linear classifiers [18].
The main idea is to construct a set of generalized instances (GI) that should re-
place the original training examples. Nevertheless, some drawbacks still exist. For
example, it is hard to choose an appropriate number of clusters and the order in
which positive instances are selected to construct local generalized instances. Ex-
tensive experiments were conducted on two large-scale document corpora, namely
the Ohsumed collection and the Reuters-21578. All experimental results show that
GIS outperforms traditional k-NN and Rocchio.

To speed up text categorization, a training-corpus pruning method is discussed
in [14]. By using this technique the size of training corpus could be reduced while
classification performance can be kept at a comparable level to that of without
training-document pruning. Their technique is based on the fact that boundary
documents of each class are more important in classification than inner documents.
To reduce the size of training documents and therefore, enhance the classification ef-
ficiency they decide to discard inner documents and noisy documents. Experiments
on Reuters show an improvement in the classification speed, but a degradation of
less than 3% micro averaging performance is observed.

Through experiments performed on 20 NewsGroups corpus, [28] show that ex-
cluding outliers from the training data significantly improves k-NN classifier. At the
training stage, the authors calculate the centre of each category and then form new
categories by discarding outliers. They observed that training documents that are
far away from the centre of its training category reduce the accuracy of classifica-
tion. They consider them as noisy data and decide to discard them from training
documents. The proposed method obtained 9.93% improvement over the origi-
nal Centroid-based classification but needs more computation during the learning
phase.

Another work is proposed by [36]. They used k-means algorithm to cluster each
category and considered the cluster centres as the representative points. These
centres become the new training samples, and a weight value is introduced for the
new documents in different categories, which can indicate the different importance
of each document. Experiments on Chinese texts confirmed the effectiveness of this
algorithm but there are also some limitations in this algorithm, for example, how
to determine the parameter k-value when clustering.

Another work similar to [18] is the work of [25] who proposed a Generalized
Cluster Centroid based Classifier (GCCC) by integrating two classifiers the K-
nearest-neighbors and the Rocchio. The proposed method mainly focuses on two
points; one point is that clustering algorithm is used to strengthen the expressive-
ness of the Rocchio model; another one is that they employ the improved Roc-
chio model to speed up the categorization process of k-NN. Extensive experiments
conducted on both English and Chinese corpora show that GCCC has a better
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categorization ability than Rocchio, k-NN and SVM. However, it must be noted
that the modeling stage is more time-consuming than k-NN and Rocchio.

Recently, Du and Chen [8] have proposed an effective strategy to accelerate
k-NN classification. Their idea is based on a simple principle; usually, near points
in space are also near when they are projected into a direction, which means that
distant points in the projection direction are distant in the original space. Using
this strategy, most of the irrelevant points can be removed when searching for
the k-nearest neighbors of a query point, which greatly decreases the computation
cost. Experimental results show that the proposed strategy extremely improves
the time performance of the standard k-NN, with little degradation in precision.
Specifically, it is superior in applications that have large and high-dimensional data
sets.

2.3 Improving k-NN by sampling and weighting neighbors

K-nearest neighbor suffers from inductive biases. For examples, it takes the as-
sumption that training data are evenly distributed among all categories. For un-
balanced text corpora, the majority class tends to have more samples in the k-
neighbors set for each test document. With a traditional k-NN, the new document
tends to be assigned the majority class label. As a result, the big category tends
to have high classification accuracy, while the other the minority class tends to
have low classification accuracy. To deal with this problem some researchers pro-
posed the sampling strategies [37]. However, the removal of training documents
in large categories may lose some important information and tend to reduce the
classification accuracy.

Tan [30] proposed Neighbour-Weighted k-Nearest neighbors for unbalanced text
categorization problems. Instead of balancing the training data, his algorithm
assigns a big weight for neighbors from small class, and assigns a little weight
for neighbors contained in large category. To deal with unbalanced text corpora,
this author proposed in [31] the DragPushing technique as a refinement strategy
to enhance the performance of k-NN. He suggests a weight vector for each class
and uses training errors for successively refining the k-NN classifier by dragging
and pushing documents from these weighted vectors. The experiments on three
benchmark evaluation collections showed that the proposed method could make
a significant difference on the performance of the k-NN classifier and gave better
performance than other five commonly used methods (winnow, C4.5, NB, centroid
and k-NN).

2.4 Improving k-NN by advanced storage structures

To reduce document similarity computing, the authors in [32] used the SS-tree
structure to index training documents. This technique is an improvement over
k-NN in terms of speed. The leaves of the tree contain relevant information and
internal nodes are used to guide efficient search through leaves. The method reduces
the computation time because it does not need to search k-nearest neighbors in
all training documents on the tree. Experiments on Reuters confirm the speeding.
However, the performance of classification is not given. [23] proposed and developed
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an improved k-NN algorithm which is faster than the classical k-NN algorithm
while improving significantly the accuracy. He imposed a top-k buffer technique
that can skip looking inside each and every training document and also each and
every word in a document, which improves the performance of the algorithm. The
author also proposed an improved decision rule to identify a class from k-nearest
neighbour space by maintaining the classical k-NN property (majority votes) with
penalizing the training samples which are far from the test sample, which can avoid
any biasness from large dominating class in a data set and improves the accuracy.

2.5 Discussion

As pointed by Sebastiani in his survey on text categorization; k-NN has been
applied to that field since the early days of its research [27] and it is shown to be
one of the most effective methods on Reuters corpus. In this paper, we discussed the
shortcomings of k-NN when applied to text categorization and gave an overview
of improved techniques. According to our findings, we can draw the following
conclusions:

• k-NN is a simple technique for text categorization, but its main drawbacks are
its slowness during the classification and its dependency on both similarity
function [10] and the parameter k [7, 3].

• Being a lazy learning method, k-NN is excluded from many applications such
as online text categorization for a large deposit [15]. One way to improve its
efficiency is to find some representatives to describe the whole training data
for classification [8, 28, 14, 18]. Another way is to use fast structures to index
training documents and then speed up searching k nearest neighbors [32].

• Various improvement techniques were proposed in the literature, but clear
conclusion about comparison of those techniques is still difficult because the
published results are not directly comparable, because different performance
measures and different data collection with different sizes are used.

3. k-NN based on cellular automaton

As we have said in introduction section, text categorization with k-NN algorithm
is known to be computationally expensive as it needs to compare the new instance
with all training documents. To reduce this complexity, it was proposed previously
the use of the cellular automaton CASI to represent the training documents and to
select those to be used by k-NN algorithm [5]. In that work, the performance of the
proposed approach was partially investigated. The approach was applied to spam
filtering, and only accuracy classification was investigated. Our concern was to
show that reducing the size of training instances will not degrade the performance
of classification. Experiments performed on Ling-Spam corpus1 showed better clas-
sification accuracy compared to other published works in the field of spam filtering.
In this work, we focus on k-NN efficiency. The main purpose of this paper is to

1http://www.csmining.org/index.php/ling-spam-datasets.html
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show that the proposed approach can also significantly speed up the process of text
classification without degrading the performance of classification. The idea of this
method is as follows: instead of engaging all training instances for the research
of k-neighbors which will increase the computing time, selecting a reduced subset
of instances is first performed. We consider two contributions. First, we extend
the approach for text categorization and not just spam filtering. And secondly, we
describe the results of extensive experiments using two different document collec-
tions. We evaluate the method in two ways: the predictive performance and the
time of classification. The proposed system consists of three modules; a module to
preprocess training documents, a module to create the Boolean text representation
based on cellular automaton and a module to select training documents that should
be used by k-NN classifier.

3.1 Cellular automaton CASI

Training documents will be modeled according to the principle adopted by the
cellular automaton CASI [2], to reduce the complexity of storage and the response
time during their use. Before giving more details, we will first recall the principles
of the cellular automaton CASI (for details see [2]).

A cellular automaton is a grid of cells, which change their state in discrete
steps. After each step, the state of each cell is modified according to those of its
neighbors before that step [33]. The cells are updated in a synchronous way and
the transitions are carried out, in theory, simultaneously [26]. Some of the key
concepts for cellular automata are vicinity, parallelism, determinism, homogeneity,
discritization and transition function.

CASI (Cellular Automata for Symbolic Induction) is a cellular method pro-
posed by [2] as a model to represent and optimize induction graphs generated from
learning examples. It is composed of three modules: COG (Cellular Optimization
and Generation), CIE (Cellular Inference Engine), and CV (Cellular Validation).
In this work, we are interested by the CIE component; a cellular automaton that is
made of two finite arbitrary long layers of finite state machines (cells) that are all
identical. CIE, which is the core of the CASI machine, simulates the running of the
basic cycle of an inference engine by using two finite layers of finite automata to
represent knowledge. A first layer, called CELFACT, represents the fact base, and
a second layer, called CELRULE, represents the rule base. Each cell, at time t+ 1,
depends only on the state of its neighbors and its state at time t. In each layer, the
content of a cell determines whether and how it participates in each inference step:
at each step, a cell can be active (1) or passive (0), that is to say, it participates or
not in the inference. The states of cells are composed of three parts: EF, IF and
SF, and ER, IR and SR which are the input, internal state and output parts of the
CELFACT cells, and of the CELRULE cells, respectively. The internal state of a
CELFACT cell indicates the fact role: IF = 0 corresponds to a fact of the form
node of the graph (Ni), IF = 1 corresponds to a fact of the form attribute=value.
In a CELRULE cell, IR can be used as a probability coefficient. We will not use
it in this work. To illustrate the architecture and operating principle of the CIE
module, we consider the portion of the graph, taken from the article [4], obtained
using the partitions P0 = {N0}, P1 = {N1, N2}, P2 = {N3, N4}, P3 = {N5}
(see Fig. 1).
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Knowledge Base 

R1:  if “free = 0”   then Legitimate 

R2:  if “free= 1” and “linguistic = 0” then Spam 

R3:  if “free = 1” and “linguistic= 1” then Legitimate 

 

Partition P0 
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361 

Legitimate 
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95 

 0 

 

Fig. 1 Induction graph composed of four partitions P0, P1 P2, P3.

During the learning phase, the Sipina method produces a graph. From this
graph, a set of rules is inferred. They are in the form of “if premise then conclusion”.
For example, in the graph of Fig. 1, we have the rule if the term ’free’ absent (= 0)
in the email then the email is legitimate (majority class of the node N1 in partition
P1).

In the cellular automaton CASI, this set of rules is modeled as follows:

• A Boolean facts base, CELFACT, contains all the premises and conclusions
facts of such rules (e.g. “free” = 0; “free” = 1; class = legitimate; class =
spam ...).

• A Boolen Rule-based, CELRULE, contains all the rules.

• An input matrix, RE, memorizes premises of the rules.

• An output matrix, RS, memorizes conclusions of the rules.

Forward chaining will allow the model to move from initial configuration to the next
configurations G(1), G(2) . . . G(i). The inference stops after stabilization with a
final configuration. At this step, the construction of cellular model is complete.
Fig. 2 presents the final configuration corresponding to the example of Fig. 1.
Three rules, represented by CELRULE layer are deduced from the graph. The
premises and conclusions of these rules are stored in CELFACT layer. The vicinity
is introduced by the notion of the incidence matrix. In the input matrix, RE (re-
spectively output matrix, RS), is stored the premises (respectively the conclusions)
of each rule. The rule R1, for example, has as a premise “free = 0”, and as a
conclusion “class = Legitimate”. Interaction between these two layers is done by
δfact and δrule.
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Fig. 2 CELRULE, CELFACT Input and Output incidence matrices of Fig. 1.

• The input relation, noted iRj, is formulated as follows: if (fact i ∈ Premise
of rule j) then iREj = 1 else iREj = 0.

• The output relation, noted iRSj, is formulated as follows: if (fact i ∈ Con-
clusion of rule j) then iRSj = 1 else iRSj = 0.

The cellular automaton dynamics implements the CIE module as a cycle of
an inference engine made up of two local transitions functions δfact and δrule,
where δfact corresponds to the evaluation, selection and filtering phases, and δrule
corresponds to the execution phase.

1. The transition function δfact is defined as

δfact(EF, IF,SF,ER, IR,SR)→ (EF, IF,EF,ER + (RET ×EF),SR).
(1)

2. The transition function δrule is defined as

δrule(EF, IF,SF,ER, IR,SR)→ (EF + (RS×ER), IF,SF,ER, IR,ER).
(2)

3.2 Preprocessing

The first step in the process of constructing a classifier is to produce from samples
of texts of labeled document a format appropriate for the classification algorithms.
We used the vector space model (VSM). We establish an initial list of terms by per-
forming a segmentation of text into words, eliminate stop words using a pre-defined
stop list and apply the Porter algorithm to perform stemming of the different re-
tained words. Since the number of terms after this preprocessing phase is very high,
and to reduce the computational cost and improves the classification performance,
we select those that best represent the documents and remove fewer informative
and noisy ones. We use the gain information [35] as a feature selection method.
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Once the Vocabulary (V ) is built and reduced, we obtain a document-by-word ma-
trix (N ×M), where N is the number of training documents (D = d1, d2, . . . , dN )
and M is the number of terms that were selected to represent vocabulary. Each

document di is represented by the characteristic vector
−→
di = (wi1, wi2, . . . , wiM )

where wij is a TFIDF2 weighting.

3.3 Boolean representation

The vector space model representation is transformed into a Boolean representation
according to the following principle:

• The terms of the index are used to create the premise of the rule.

• The training documents are used to create the conclusion of the rule.

Thus, this modeling will produce the cellular rules CRi as

CRi : if premise then conclusion.

To represent documents with the Boolean model some changes have been estab-
lished at CIE component. We have defined three layers instead of two as follows:

• The first layer called CELRULE represents the set of rules.

• The second layer called CELTERM represents the terms of index.

• The third layer called CELDOC represents training documents.

Fig. 3 From documents to cellular rules.

To clarify the idea of that work, we consider the documents d1, d2 and d3 of
Fig. 3. For this illustration, a binary weighing is used; if an index term occurs in
the document, its value in the vector representation is one, otherwise it is zero.
Using the Boolean representation we have four rules where each one is associated
with an index term and tell us documents that contain that term. For example the
rule CR2 indicates that the term bright is found in d2 and d3. Fig. 4 shows the 3
layers modeling the cellular rules of Fig. 3.

2TFIDF= Term Frequency * Inverse Document Frequency

54



Barigou F.: Improving K-nearest neighbor efficiency for text categorization

Fig. 4 The three layers used for documents modelling.

Fig. 5 Input and output matrices.

The neighborhood of cells is defined by two incidence matrices called IM, OM
respectively. They represent the input respectively output relation and are used in
forward chaining during instance selection. The IM matrix is M×M of dimension,
while OM matrix is of dimension N ×M (see Fig. 5). Matrices are constructed as
follows:

• Input relation: IM
∀t ∈ {tj \ tj ∈ CELTERM; j = 1 . . .M}
∀R ∈ {CRj \ CRj ∈ CELRULE; j = 1 . . .M}
IF (t premisse of R) THEN IM(t, R) = 1 otherwise 0

• Output relation: OM
∀d ∈ {di \ di ∈ CELDOC; i = 1 . . . N}
∀R ∈ {CRj \ CRj ∈ CELRULE; j = 1 . . .M}
IF (d conclusion of R) THEN OM(d,R) = 1 otherwise 0

3.4 Instance selection

Prior to the classification of a new instance, we use the Boolean inference engine
of CASI automaton to determine among all the training documents those which
are relevant to take part in the classification of a new unlabelled instance. This
process, called instance selection, allow us to determine the contribution of each
training document for classification of a new one. This selection derives from the
next hypothesis: The learning document that has a larger number of common terms
with the new unlabelled document to be classified is more relevant, it will have more
impact on the classification performance.

Before describing the selection process, we will first state the following defini-
tions:

Definition 1. We consider Q the new unlabelled document to be classified and
N(Q) the number of different indexing terms found in Q.
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Definition 2. We define |d ∩ Q| as the total number of terms in common with Q
and a training document d.

Definition 3. Training document d is relevant for classification if it satisfies the
following condition: |d ∩Q| ≥ T (η,Q) where T (η,Q) = dN(Q)/ηe+ 1 and η ≥ 2.

For example, with η = 2, the selected documents are those sharing with Q at
least half the number of terms of Q.

Instance selection is done in three steps. First, the TERM layer is initiated
by activating the ET states corresponding to the indexing terms belonging to the
new instance Q. Then in the second step, the Boolean inference is performed by
applying the global Boolean function δ fact • δ rule (cf. Eq. (3) and Eq. (4)). This
will allow us to retain only instances sharing at least one common term with Q:

δ fact(ET,ST,ER,SR)→ (ET,ET,ER + (IMT ×ET),SR), (3)

δ rule(ED,SD,ER,SR)→ (ED + (OM×ER),SD,ER,ER). (4)

After applying these two functions, we obtain a new reduced set of training docu-
ments. We call this set A. This set consists of all documents whose ED states in
the DOC layer become active after execution of δ fact • δ fact.

In the next step, we calculate for each instance di belonging to A, the number
of common terms with Q by applying the logical operator AND between the ED
vector of the DOC layer and the vector OM(di). Finally, the threshold T (η,Q)
is applied to further reduce the set A and get the set E. Once the subset E is
calculated, it is used by the k-NN classifier instead of the entire training set D. If
the obtained set is less than the number of k neighbor’s size, we consider the set E
as the set of neighbors with k = |E|.

It is interesting to note in the algorithm 1 that the k nearest neighbour’s classi-
fication is done only with the subset E which is supposed to be representative, and
at the same time it consists of a very small number of instances compared to the
initial set D.

3.5 k-NN classification

To classify a new document Q, the k-NN ranks the documents neighbors among
the training documents, and uses the class labels of k most similarity neighbors
to predict the class of Q. To measure the similarity S, we make use of the cosine
function as follows:

S(Q, di) =

∑
t∈V w(Q, t)× w(t, di)√∑

t∈V w(Q, t)2
√∑

t∈V w(t, di)2
. (5)

Here, w(t, Q) and w(t, di) are the weights of term t in Q and di respectively. The
score of classes of these neighbors are calculated using the similarity of each neigh-
bor to Q as

score(cj) =
∑

di∈k-NN(Q),
cj∈C

S(Q, di)× y(di, cj),
(6)

where k-NN(Q) indicates the set of K-nearest neighbors of document Q, C stands
for the set of different classes and y(di, cj) stands for the classification for document

56



Barigou F.: Improving K-nearest neighbor efficiency for text categorization

di with respect to class cj , that is

y(di, cj) =

{
1 if di is of class cj ,
0 otherwise.

(7)

Consequently, the decision rule in k-NN classification can be written as

c(Q) = arg max
cj∈C

(score(cj)). (8)

As illustrated in Fig. 6, in our approach, the k-NN classifier ranks the documents
neighbors among the reduced training documents (see Algorithm 1).

Fig. 6 Principle of the approach.

In our approach, to classify a new document, first, we reduce the set of training
documents and after that we apply k-NN classification. The proposed approach
allows gaining compression, which leads to improved time classification. The main
computation with k-NN classification is the on-line scoring of training documents
given a test document Q to find its k nearest neighbors. computing cosine simi-
larities between the document Q and training documents can be done in O(NM);
where N is the number of training documents, and M is the number of index terms.
The sorting of the N similarities takes O(N log(N)). Accordingly the total running
time is O(T (N log(N) +NM)).

In our case, we use a Boolean inference to select from training base only relevant
instances. We handle Boolean matrices and Boolean vectors where multiplication
is replaced by the logical AND operator, and the addition operation is replaced
by the logical OR operator. So we have a very low complexity for calculating the
product of IMT with ET and OM with ER (considering that AND and OR are
in constant time operations). The instance classification with the reduced training
documents is executed in O(kM |E|2). Since |E| � |D|, this time will be very small.
In addition, if the size of the set E is less than k, the complexity is of the order of
O(k), which is negligible compared to O(T (N log(N) +NM)).
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Algorithm 1 Classification with our approach (E , Q, C, k, S).

Require: E : set of selected training documents, Q: new unlabelled document, C:
set of categories, k: neighbor’s number, S: cosine similarity measure.

Ensure: Nk(Q) the k-neighbors of instance Q
if |E| ≤ k then
Nk(Q)← E

else
for document d in E do

Calculate S(d,Q)
end for
Sort and select the k neighbors
Nk(Q)← arg maxd∈E S(d,Q)

end if
for all category ck in C do

Compute its score in the set Nk(Q)
end for
Assign to Q the category with the best score

4. Experimental study and results

The performance of the approach discussed in this paper has been tested with
two different data sets downloaded from the web site http://web.ist.itl.pt/

~acardoso/datasets. The first data set is the Reuters-21578 data set that consists
of documents collected from the Reuters newswire. We used the R8 version with 8
categories. The categories are also not evenly distributed; some categories have few
documents while others may have many documents. The second one is a version
of the 20 Newsgroups data set that contains 18, 828 documents and 20 categories
that are almost evenly distributed over the documents.

4.1 Performance measures

For evaluation performance over categories, we used macro-averaging. The pro-
posed approach is evaluated along two axes: the predictive performance (i.e. the
rate of correct classification in terms of precision (P), recall (R) and F-measure
(F)), and time classification (T). For this approach, we consider the time classifi-
cation of a new unlabelled document as the sum of time of instance selection and
the time of classification of this document.

In the case of Reuters corpus, experiments were performed with 70% of the
training documents (5483 documents) and 30% (2192 documents) for the test. In
the case of 20Newsgroups corpus, experiments were performed with 80% of the
training documents (16899 documents) and 20% (1929 documents) for the test.

4.2 Empirical results

We studied the performance of classification by varying the number of terms and the
parameter η. The results indicate that the best performance is obtained when η = 5
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with 600 terms in the case of Reuters and 700 terms in the case of 20NewsGroups.
Tab. I and Tab. II include the results of the k-NN classification performance on
unseen documents of the Reuters and 20Newsgroups corpora by using the standard
k-NN and the proposed approach with η = 5.

k R[%] P[%] F1[%] T[%] Technique

1
86.48 84.42 85.89 483 Proposed
83.23 83.12 83.24 1392 k-NN

5
88.66 89.10 88.88 492 Proposed
83.06 87.00 84.98 1442 k-NN

10
86.82 91.13 88.92 510 Proposed
82.99 86.27 84.60 1743 k-NN

21
89.23 92.27 90.73 532 Proposed
83.38 88.75 85.98 1748 k-NN

30
89.48 93.28 91.34 570 Proposed
85.12 92.17 88.50 1753 k-NN

60
88.58 92.72 90.61 572 Proposed
85.12 93.02 88.90 1768 k-NN

100
80.81 91.88 85.99 575 Proposed
83.76 93.66 88.43 1788

200
77.65 90.68 83.66 588 Proposed
76.24 92.35 83.53 1830 k-NN

Tab. I Results of classification of 2191 Reuters documents with η = 5 by varying
the neighborhood k.

The new results appear to be significantly better; from Tab. I and Tab. II we
disclaim two results:

• The first result relates to the effectiveness of the approach. The quality of
k-NN classification becomes better after instance selection when compared
to that of the original input. The best results are obtained when k = 30 in
the case of Reuters corpus and k = 5 in the case of 20NewsGroups corpus.
We obtained a macro-F1 measure equal to 91.34% for the first corpus and
78.83% for the second corpus.

• The second result is a reduction of the time of classification obtained through
the drastic reduction of training instances.

Fig. 7 and Fig. 8 indicate that the differences between results before and after
applying the proposed approach, are significant enough. For example, we observe in
Fig. 7, when k is equal to 1; the approach needs only 1037 seconds (approximately
17.28 minutes) to classify 1929 documents of 20NewsGroup3 but the k-NN classifier
requires 5275 seconds (87.92 minutes) a difference of 70.64 minutes.

3We point out that this time includes the time of instance selection and time of classification
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k R[%] P[%] F1[%] T[%] Technique

1
78.70 78.76 78.73 1037 Proposed
75.82 76.10 75.96 5275 k-NN

5
78.66 78.99 78.83 1097 Proposed
76.76 77.13 76.95 5424 k-NN

10
78.18 78.93 78.55 2040 Proposed
75.78 76.45 76.12 5585 k-NN

18
75.40 75.76 75.58 2044 Proposed
72.77 73.27 73.02 5724 k-NN

30
76.06 77.47 76.76 2058 Proposed
72.16 72.99 72.57 6450 k-NN

60
73.91 74.96 74.43 2062 Proposed
71.19 71.76 71.48 6734 k-NN

100
74.86 77.56 76.19 2084 Proposed
72.08 73.15 72.61 8356 k-NN

200
74.04 77.21 75.59 2095 Proposed
71.20 72.80 71.99 10063 k-NN

Tab. II Results of classification of 1929 documents from 20NewsGroups with η = 5
by varying the neighborhood k.

Test No. of training documents Time of classification [µs]
document Proposed k-NN Proposed k-NN

001900 39 5483 45651.27 734752.99
001746 2190 5483 365763.90 770345.89
001038 2790 5483 479076.70 764007.28
000380 79 5483 48350.38 773454.72

Tab. III Time classification of test documents.

These interesting results are obtained through the reduction of the training set
before the search of the k nearest neighbors. When η = 5, we have noticed that
the average reduction is equal to 88% over 20NewsGroups, and 73% on Reuters.

To see better the impact of this reduction on the time cost we give in Tab. III,
some results obtained during the classification of Reuters documents. Consider the
document labeled 001900 of Tab. III, which is a test document from the Reuters
database, we see clearly that reducing the number of training documents is very sig-
nificant. While the traditional method uses the entire training set (5483 instances)
to classify this document, the proposed approach will retrieve the k nearest neigh-
bors from the reduced subset composed of only 39 documents instead of doing it
from the initial set composed of 5483 documents. And as mentioned in Section 3.4,
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Fig. 7 Time classification of 2191 test documents of Reuters by varying k.

Fig. 8 Time classification of 1929 test documents of 20NewsGroups by varying k.

this subset of training documents shares at least T (η,Q) terms with this new docu-
ment. This reduction explains why the proposed method took 1/16 less time than
conventional k-NN to categorize this document.

5. Discussion of results

In this work, we have focused on retrieving documents whose similarities are very
close to the new unlabelled document Q. The proposed approach aims to avoid
computing cosine scores for all training documents in the collection; as a result, it
allows decreasing time classification while preserving classification accuracy.

Consider the Eq. (5) of Section 3.5, the idea of cosine similarity between two
documents is based on the number of terms (or words) occurring in both documents.
This function will give a minimum value of 0 for each document, which does not
share any terms with Q and a maximum value of 1 to those documents that share
all the terms with Q. On the other hand, to classify a new unlabelled document
Q, its k closest neighbors d1, d2, . . . , dk are found and a majority vote is conducted
to assign the most common class to Q. That is, the class of Q is determined by
the Eq. (8) given in Section 3.5. Nevertheless, as we know, this equation is affected
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by the sensitivity of the selection of the neighborhood size k. With a big value of
k the classification performance will degrade with the introduction of the outliers
from other classes. So, we want a means by which we can pick off only those
documents that share with Q a higher number of terms and exclude the others. To
handle this problem we use the Definition 3 set out in Section 3.4. The proposed
approach is intended to select the set of documents {d} whose terms in common
with the new unlabelled document (d∩Q) is greater than T (η,Q). For example, if
η = 5 and N(Q) is equal to 30 then T (η,Q) is equal to 7, so all training documents
whose (d∩Q) is less than 7 are removed and thus avoiding computing their cosine
similarities.

As regards reducing the training set, it is clear the proposed approach eliminates
all documents which do not satisfy the Definition 3 of Section 3.4. Consequently,
the set of training documents for which we compute cosine similarities is reduced.

As regards accuracy of classification, we use for classification only documents
that share many terms with Q, that is, we just compute cosine similarities for
documents containing T (η,Q) terms of Q.

The experiments illustrate that the technique we employ reduces significantly
the time classification without any loss of information. In fact, it seems to have the
effect of noise reduction since classification accuracy becomes better after instance
selection when compared to that of the original data.

6. Conclusions

In this paper, we investigate the efficiency of the k-NN algorithm for TC. We re-
sumed the approach proposed in [5] to study its contribution point of view efficiency
in the context of text categorization. Unlike the k-NN method that involves the
whole corpus of training to search the nearest neighbors, the idea of this solution
is based on the relevance of training documents to classify new ones. We do not
need to use the entire training set for classifying a new instance but only a subset
satisfying the condition of relevance. Using the cellular automaton model of CASI
to represent the training documents and to select relevant documents, we have
shown that the proposed approach not only improves classification accuracy but
also accelerates the time of classification. Experiments on Reuters and 20News-
Groups showed that the proposed method is competitive in terms of predictive
performance, while selecting a minimum of instances.

The model used for representing and selecting relevant documents is based on
words (stems). We consider a word as the only representative of a unique meaning.
It is assumed that there is a 1 : 1 relation between words and meaning. However, in
reality, a word can have several meanings, and a sense can be expressed in different
words. Words clearly do not correspond directly to concepts. Some words are used
for more than one concept, e.g., “bank” as a financial institution and “bank” as
part of a river. Therefore, the use of words to represent the contents of documents
poses two problems:

• The semantic ambiguity of words implies that non-relevant training docu-
ments that share the same words with the one we want to classify will be
selected and this may increase the noise.
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• The words disparity refers to lexically different words but with a common
sense. This means that documents, yet relevant, not sharing words with the
new document are not selected. And this may increase the silence.

Much work has been proposed to overcome the limits of this representation.
For example, the authors in [9] propose the use of WordNet ontology to enrich
the vector space model representation for classifying documents. The experiments
showed significant improvements in the performance of classification. Motivated
by these results, as future work, we plan to enrich the Boolean model of CASI with
the concepts of WordNet.
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