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Abstract: The theory of elasticity is a very important discipline which has a lot of
applications in science and engineering. In this paper we are interested in elastic
materials with different properties between interfaces implicated the discontinuous
coefficients in the governing elasticity equations. The main aim is to develop
a practical numerical scheme for modeling the behaviour of a simplified piecewise
homogeneous medium subjected to an external action in 2D domains. Therefore,
the discontinuous Galerkin method is used for the simulation of elastic waves in
such elastic materials. The special attention is also paid to treatment of boundary
and interface conditions. For the treatment of the time dependency the implicit
Euler method is employed. Moreover, the limiting procedure is incorporated in the
resulting numerical scheme in order to overcome nonphysical spurious overshoots
and undershoots in the vicinity of discontinuities in discrete solutions. Finally, we
present computational results for two-component material, representing a planar
elastic body subjected to a mechanical hit or mechanical loading.
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1. Introduction
Solid materials, that should meet the required elastic properties needed for their
purpose, are common in a wide range of scientific disciplines dealing with material
engineering. This elastic ability can be described as a preservation of the original
shape and material properties after the removal of the acting force, which induces
a propagation of elastic waves. An elastic wave is a type of mechanical wave travelling
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through a given medium, or on its surface, without causing permanent structural
changes. It is typically identified by a disturbance described by a distortion or
displacement, for a survey see [5, 10].

The real-world problems are defined in 3D and treated with heterogeneous
medium, in general. Their detailed analysis and solving are often difficult due to the
complexity of the whole problem. Therefore, various simplifications and idealization
of original models are selected under the fulfillment of additional assumptions.

If the 3D problem possesses at least one axial symmetry, the model can be
easily reformulated into two dimensions. Furthermore, to simplify the structure
of heterogeneous solids, it is possible to consider a piecewise homogeneous elastic
medium including sharp interfaces, where the different translation properties are
modeled by piecewise constant functions specifying the speed of the wave propagation
in this medium.

Since the construction of analytic solutions of such problems is limited by their
complexity, the article focuses only on numerical treatment to their solving. There
are several numerical techniques dealing with the similar problem using finite
differences or finite elements, for recent studies we refer the reader to [1, 11,15]. An
alternative approach, which credibly reflects discontinuities in material parameters,
is a discontinuous Galerkin (DG) method based on piecewise polynomial but
discontinuous approximations, for the detailed description see [2, 3, 7, 12].

The paper presents the DG solver supplemented with an automatic limiting
(cf. [4]) and the special attention is also paid to the treatment of a numerical flux,
interface and boundary conditions. Therefore, the resulting scheme enables to better
resolve the behaviour of solutions in the neighbourhood of interfaces. From the
practical point of view, two types of numerical experiments are mentioned in the
dimensionless scale, both represent the different ways of a mechanical interaction
with a planar elastic body consisting of two-component material.

2. Problem statement

In this section, we present the fundamental equations of the theory of linearized
elasticity and introduce the equation, which governs the propagation of mechan-
ical waves in the simplified elastic materials. The second part is devoted to the
description of a medium consisting of different components.

2.1 Governing equations

The relative geometric deformation of the solid is called a strain and forces that
occur in the solid are described as stresses. The linear theory of elasticity represented
by the resulting system can also model mechanical properties in an elastic structure.
Using this theory several phenomena, such as a propagation of mechanical shock
waves in these media, can be simulated.

We consider the following equation

ρ
∂2u

∂t2
− div(T (u)) = 0 in Ω× (0, T ), (1)
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where the bounded domain Ω ⊂ IR2 is occupied by an elastic medium with the
density ρ(x) depending on the spatial variable x = [x, y] ∈ Ω, the vector field
u = (u(x, t), v(x, t))T denotes the two-dimensional displacement and T (u) =
(τij(u))2

i,j=1 is the stress tensor, whose components are given by generalized Hooke’s
law. Let us note that its diagonal components present normal stresses and the other
components present shear stresses.

Furthermore, we can think of this system as a particular simplified model that
describes propagation of elastic waves. In a solid, an elastic wave is composed of
longitudinal and transversal waves. If we neglect the effect of transversal waves
(i.e. τ12 = τ21 = 0) and assume that the stress is the same in all directions (i.e.
τ11 = τ22), the generalized Hooke’s law can be reduced to a simple linear constitutive
relation given by

σ = E tr(ε(u)) = E(ε11(u) + ε22(u)),

where σ is the stress, E the Young modulus and ε(u) = (εij(u))2
i,j=1 the linearized

strain tensor, defined by

ε(u) =

 ∂u
∂x

1
2

(
∂u
∂y + ∂v

∂x

)
1
2

(
∂u
∂y + ∂v

∂x

)
∂v
∂y

 .

Thus, the stress tensor can be written in the following matrix form

T (u) =

(
σ 0
0 σ

)
= E

(
∂u
∂x + ∂v

∂y 0

0 ∂u
∂x + ∂v

∂y

)
. (2)

Let ε = ε11 + ε22 denote the first strain invariant, usually called as the (two-
dimensional) volumetric strain. Then the propagation of mechanical waves in the
elastic medium can be modeled by the system resulting from Eqns. (1) and (2),
written in scalar form

ρ
∂2u

∂t2
− ∂σ

∂x
= 0,

ρ
∂2v

∂t2
− ∂σ

∂y
= 0, (3)

ε− ∂u

∂x
− ∂v

∂y
= 0.

It is also possible and usual to reduce the second order equations to the first
order system of hyperbolic equations with canonical form. Indeed by introducing
the wave speed c =

√
E/ρ and setting

w = (w1, w2, w3)
T ≡

(
ρ
∂u

∂t
, ρ
∂v

∂t
, σ

)T

the system in Eq. (3) leads to

∂w

∂t
+
∂f(w)

∂x
+
∂g(w)

∂y
= 0 in Ω× (0, T ), (4)
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where the vector functions

f(w) =
(
−w3, 0,−c2w1

)T and g(w) =
(
0,−w3,−c2w2

)T
are the physical fluxes in x- and y-direction, respectively. Let us mention that the
state vector w consists of two components of momentum and the third one is the
stress. Moreover, notice that the third equation of the system (4) corresponds to
the time derivative of the third relation in Eq. (3) multiplied by E.

Finally, in order to obtain the correctly defined initial-boundary value problem,
the system (4) is closed by the vector of initial conditions

w0 = (w0
1(x), w0

2(x), w0
3(x))T at t = 0

and the boundary conditions prescribed on the boundary ∂Ω. The choice of
boundary conditions is always a delicate issue, and thus in this case, we simply
write them as B(w) = 0 on ∂Ω.

2.2 Description of a piecewise homogeneous medium
In what follows, we focus on the description of the computational domain Ω occupied
by the piecewise homogeneous elastic medium consisting of two subdomains ΩA,
ΩB with the common interface ΓI . The setting of the whole domain is illustrated
in Fig. 1, obviously, Ω = ΩA ∪ ΩB ∪ ΓI .

Fig. 1 The structure of the domain Ω, its subdomains and the position of the
interface and boundary.

On the interface ΓI between subdomains ΩA and ΩB , displacements and normal
components of forces should be balanced, i.e.,

uB − uA = 0, (5)
T (uB)nB + T (uA)nA = 0, (6)

where uA = u|ΩA
and uB = u|ΩB

. The symbols nA and nB stand for the unit
outer normals to ΓI with respect to ΩA and ΩB , respectively.

Since the outward normal nA is the inward normal for ΩB , i.e. nA = −nB , and
using Eq. (2), the interface conditions (5) and (6) can be rewritten in scalar form

uB = uA, vB = vA, σB = σA, (7)
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which means that the elastic material has no fracture in the discontinuity setting
i.e., the displacements and stresses are still continuous across the interface.

However, the discontinuities in the material coefficients often occur over the
interface. In our case, for the piecewise homogeneous elastic medium with one
interface, constitutive equations are determined with two parameters, density ρ and
Young modulus E. So ρ and E are positive and across the interface ΓI they are
discontinuous. For simplicity, we assume that they are piecewise constant and given
by

ρ(x) =

{
ρA, x ∈ ΩA,

ρB , x ∈ ΩB ,
E(x) =

{
EA, x ∈ ΩA,

EB , x ∈ ΩB ,
(8)

where ρA, ρB and EA, EB are positive constants. In parallel to the definition (8),
we obtain the different wave speeds in each subdomain, namely

cA =
√
EA/ρA in ΩA and cB =

√
EB/ρB in ΩB .

The description of the material properties via wave speeds enables us to easily
formulate the problem in the dimensionless scale.

Finally, we can express the relations Eq. (7) in the state vector components as

ρA (w1|ΩB
) = ρB (w1|ΩA

) , ρA (w2|ΩB
) = ρB (w2|ΩA

) , w3|ΩB
= w3|ΩA

on ΓI , (9)

where the first two relations in Eq. (9) are obtained by differentiating the corre-
sponding equations in Eq. (7) with respect to time.

3. Discrete wave problem
In a wide class of problems resulting to a solution of partial differential equations, the
DG method is rather popular. We start with a triangulation of the computational
domain and define a finite dimensional space. Then we derive the DG formulation
of the problem, construct the corresponding linear algebraic problem and end up
with the numerical scheme. Special attention is also paid to the evaluation of the
numerical flux on the boundary and interfaces. Moreover, an automatic limiting is
incorporated to the resulting scheme.

3.1 Space semidiscretization
The standard DG method uses piecewise polynomial, generally discontinuous,
approximation of the p-th order describing a global solution on the whole domain
Ω. Therefore, the approximate solution wh is sought in a finite dimensional space

Shp = [Shp]
3, with Shp = {ϕ ∈ L2(Ω); ϕ|K ∈ Pp(K) ∀K ∈ Th},

where Th is a partition of the closure of the computational domain Ω into a finite
number of closed elementsK with mutually disjoint interiors such that Ω = ∪K∈ThK,
h represents the mesh size and Pp(K) denotes the space of all polynomials of order
less or equal to p defined on K.

By Fh we denote the set of all open edges of all elements K ∈ Th. Further, the
symbol FIh stands for the set of all Γ ∈ Fh that are contained in Ω\ΓI (interior),
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the symbol FTh for the set of all Γ ∈ Fh such that Γ ⊂ ΓI (interface) and the
symbol FBh for the set of all Γ ∈ Fh such that Γ ⊂ ∂Ω (boundary). Obviously,
Fh = FIh ∪FTh ∪FBh . Finally, for each Γ ∈ Fh, we assign the unit normal vector nΓ.
We assume that nΓ, Γ ⊂ ∂Ω, has the same orientation as the outer normal of ∂Ω.
For nΓ, Γ ∈ FIh , the orientation is arbitrary but fixed for each edge.

For each Γ ∈ FIh there exist two elements KL, KR ∈ Th such that Γ ⊂ KL ∩KR.
We use a convention that KR lies in the direction of nΓ and KL in the opposite
direction of nΓ. Since a function ϕ ∈ Shp is, in general, discontinuous on edges
Γ ∈ FIh , we define ϕ|(L)

Γ and ϕ|(R)
Γ as the traces of ϕ|KL

and ϕ|KR
on edge Γ,

respectively. These traces are different in general and lead to the definition of jump
and average, i.e.,

[ϕ]Γ = ϕ
(L)
Γ −ϕ

(R)
Γ , 〈ϕ〉Γ =

1

2

(
ϕ

(L)
Γ + ϕ

(R)
Γ

)
.

For Γ ∈ ∂Ω there exists an element KL ∈ Th such that Γ ⊂ KL ∩ ∂Ω. Then for
ϕ ∈ Shp, we put 〈ϕ〉Γ = [ϕ]Γ = ϕ|(L)

Γ .
In order to obtain a semi-discrete formulation, we follow the concept from [8] and

multiply the corresponding original Eq. (4) by a test function ϕh ∈ Shp, integrate
over an element K ∈ Th and apply Green’s theorem. Further we sum over all
K ∈ Th and introduce the numerical flux based on upwinding in a discretization of
the physical fluxes. In this way we get the following form:

bh(wh(t),ϕh) = −
∑
K∈Th

∫
K

f(wh) · ∂ϕh
∂x

dx−
∑
K∈Th

∫
K

g(wh) · ∂ϕh
∂y

dx

+
∑

Γ∈FI
h

∫
Γ

IH
(
w

(L)
h , w

(R)
h ,nΓ

)
· [ϕh]Γ dS

+
∑

Γ∈FT
h

∫
Γ

IH
(
w

(L)
h , w

(A)
h ,nB

)
·ϕ(L)

h dS (10)

+
∑

Γ∈FT
h

∫
Γ

IH
(
w

(R)
h , w

(B)
h ,nA

)
·ϕ(R)

h dS

+
∑

Γ∈FB
h

∫
Γ

IH
(
w

(L)
h , w

(E)
h ,nΓ

)
·ϕ(L)

h dS

where values of states w
(A)
h , w(B)

h are given by interface conditions and w
(E)
h by

boundary conditions, see Sec. 3.2.
The form bh is defined with the aid of a numerical flux IH, which is required

to be consistent with the fluxes f and g, i.e., IH(w,w,n) = f(w)n1 + g(w)n2

(n = (n1, n2)T, |n| = 1); conservative, i.e., IH(w, z,n) = −IH(z,w,−n); and
locally Lipschitz-continuous. Since the problem in Eq. (4) is linear with respect to
the state vector, all terms in Eq. (10) should be expressed linearly in the variable wh.

Firstly, the physical fluxes in the volume integrals in Eq. (10) can be rewritten
as f(w) = A(x)w and g(w) = B(x)w with matrices

A(x) =

 0 0 −1
0 0 0
−c2 0 0

 , B(x) =

 0 0 0
0 0 −1
0 −c2 0

 . (11)
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One can easily observe that matrices in Eq. (11) are actually Jacobi matrices of the
corresponding mappings.

Secondly, we choose the Vijayasundaram numerical flux (analogously to [8])
preserving the linearity of wh in the path integrals in Eq. (10). Thus, taking into
account the definition of aforementioned fluxes, we define the matrix

P(n) =
Df(w)

Dw
n1 +

Dg(w)

Dw
n2 = A(x)n1 +B(x)n2, n = (n1, n2)T, |n| = 1. (12)

The matrix P is independent of w and diagonalizable, i.e. there exist matrices
Λ and S such that P(n) = S(n)ΛS−1(n) and Λ = diag(λ1, λ2, λ3), where λi are
eigenvalues of the matrix P and columns of S are the corresponding eigenvectors.
Easy calculation leads to λ1 = −c, λ2 = c and λ3 = 0 with the following eigenvectors:

vλ1(n) =
(n1

c
,
n2

c
, 1
)T

, vλ2(n) =
(
−n1

c
,−n2

c
, 1
)T

, vλ3(n) =

(
−n2

n1
, 1, 0

)T

.

Now we define the positive and negative parts of the matrix P by

P+(n) = S(n) diag(0, c, 0) S−1(n), P−(n) = S(n) diag(−c, 0, 0) S−1(n). (13)

After short manipulation with relations from Eq. (13), we obtain

P+(n) =
1

2

 cn2
1 cn1n2 −n1

cn1n2 cn2
2 −n2

−c2n1 −c2n2 c

 , (14)

P−(n) =
1

2

 −cn2
1 −cn1n2 −n1

−cn1n2 −cn2
2 −n2

−c2n1 −c2n2 −c

 , (15)

and the Vijayasundaram numerical flux reads

IHV

(
w

(L)
h ,w

(R)
h ,nΓ

)
= P+(n)w

(L)
h + P−(n)w

(R)
h . (16)

The remaining treatment of interface and boundary states in the numerical flux (16)
will be discussed in more details later in the forthcoming section.

Finally, the semidiscrete solution is defined as wh(t) ∈ Shp such that

d

dt
(wh(t),ϕh) + bh(wh(t),ϕh) = 0 ∀ϕh ∈ Shp,∀ t ∈ (0, T ), (17)

where (·, ·) denotes the inner product in [L2(Ω)]3 and wh(0) = w0
h is an approxima-

tion of the initial state w0.

3.2 Treatment of interface and boundary conditions

If Γ ∈ FTh , it is necessary to specify the states w(A)
h , w(B)

h appearing in the numerical
flux IH in Eq. (10). According to the coupling conditions (9) it holds

w
(A)
h =

(
ρA
ρB

w
(L)
1 ,

ρA
ρB

w
(L)
2 , w

(L)
3

)T

.
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Consequently, we write

IHV

(
w

(L)
h ,w

(A)
h ,nB

)
= P+(nB)w

(L)
h + P−(nB)w

(A)
h (18)

= P+(nB)w
(L)
h + P−A(nB)w

(L)
h ,

where P+(nB) is defined in the spirit of Eq. (14) with the wave speed c = cB and

P−A(nB) =
1

2

 − ρAρB cAn
2
1 − ρAρB cAn1n2 −n1

− ρAρB cAn1n2 − ρAρB cAn
2
2 −n2

− ρAρB c
2
An1 − ρAρB c

2
An2 −cA

 .

Analogously to the previous approach, we get from Eq. (9)

w
(B)
h =

(
ρB
ρA

w
(R)
1 ,

ρB
ρA

w
(R)
2 , w

(R)
3

)T

,

and we obtain

IHV

(
w

(R)
h ,w

(B)
h ,nA

)
= P+(nA)w

(R)
h + P−(nA)w

(B)
h (19)

= P+(nA)w
(R)
h + P−B(nA)w

(R)
h ,

where P+(nA) has the same form as in Eq. (14) with the wave speed c = cA and

P−B(nA) =
1

2

 −ρBρA cBn
2
1 −ρBρA cBn1n2 −n1

−ρBρA cBn1n2 −ρBρA cBn
2
2 −n2

−ρBρA c
2
Bn1 −ρBρA c

2
Bn2 −cB

 .

On the far-filed boundary ∂Ω, which is assumed fixed, we proceed as follows.
The setting of boundary conditions for the problem is determined by the fact that
the stresses must vanish on this boundary. Moreover, the wave velocities (also
momentum) are chosen here in a more sophisticated way to preserve the amount of
momentum and to get it away from the whole system as rapidly as possible. Since
the domain Ω has a rectangular shape with sides parallel to coordinate axes, this
approach leads us to the definition of the following state vector on the boundary as

w
(E)
h =

(√(
w

(L)
1

)2

+
(
w

(L)
2

)2

n1,

√(
w

(L)
1

)2

+
(
w

(L)
2

)2

n2, 0

)T

,

where the vector (n1, n2)T denotes the unit outer normal to ∂Ω.
Then, for all Γ ∈ FBh , we rewrite the numerical flux from Eq. (16) with respect

to boundary conditions as

IHV

(
w

(L)
h ,w

(E)
h ,nΓ

)
= P+(n)w

(L)
h + P−(n)w

(E)
h , (20)

where P+(n) and P−(n) are defined with the wave speed c = cA according to
Eqs. (14) and (15), respectively.
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3.3 Implicit numerical scheme
Since the semidiscrete scheme (17) represents a system of ordinary differential
equations, we employ suitable solvers for the time integration, giving the suitable
order of convergence in time with the unconditional stability and no limitations on
the length of the time step. The crucial idea is to start from the backward Euler
method for time derivative, use an implicit approach in all terms of Eq. (10) except
for the nonlinear far-field boundary conditions, which are treated explicitly.

For simplicity, let us construct a partition 0 = t0 < t1 < t2 < tM = T of the
time interval [0, T ] with a constant time step τ = T/M and use the approximations
wh(tk) ≈ wk

h ∈ Shp for all time instants tk. Then the resulting implicit scheme
reads: for given discrete state wk

h ∈ Shp find the new one wk+1
h ∈ Shp according to

the following formula(
wk+1
h −wk

h

τ
,ϕh

)
+b̂h(wk+1

h ,ϕh) = l̂h(wk
h,ϕh) ∀ϕh ∈ Shp, k = 0, 1, . . . (21)

with the starting data w0
h, bilinear form b̂h and the right-hand side form l̂h, defined

using Eqs. (12), (16) and (18)–(20) as

b̂h(wk+1
h ,ϕh) = −

∑
K∈Th

∫
K

∂ϕT
h

∂x
A(x)wk+1

h dx−
∑
K∈Th

∫
K

∂ϕT
h

∂y
B(x)wk+1

h dx

+
∑

Γ∈FI
h

∫
Γ

[ϕT
h ]
(
P+(n)w

k+1(L)
h + P−(n)w

k+1(R)
h

)
dS

+
∑

Γ∈FT
h

∫
Γ

ϕ
T(L)
h

(
P+(nB) + P−A(nB)

)
w
k+1(L)
h dS

+
∑

Γ∈FT
h

∫
Γ

ϕ
T(R)
h

(
P+(nA) + P−B(nA)

)
w
k+1(R)
h dS

+
∑

Γ∈FB
h

∫
Γ

ϕ
T(L)
h P+(n)w

k+1(L)
h dS

and
l̂h(wk

h,ϕh) = −
∑

Γ∈FB
h

∫
Γ

ϕ
T(L)
h P−(n)w

k(E)
h dS.

Since the problem (3) is linear, the implicit treatment in Eq. (17) also leads to
a linear algebraic problem (21) at each time level, which can be further represented
in the matrix-vector form.

Next, we rewrite the discrete solution at the time level tk as a linear combination
of basis functions, i.e.

wk
h(x) =

DOF∑
j=1

ξkj ·ϕ
(j)
h (x), x ∈ Ω, and Shp = L

(
ϕ

(1)
h , . . . ,ϕ

(DOF)
h

)
,

where DOF denotes the number of degrees of freedom (corresponding with the
dimension of Shp) and L the linear span, respectively. Now, if we set the vector of
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real coefficients zk =
{
ξkj
}DOF
j=1

, then, from Eq. (21) we receive the sparse matrix
equation

(M + τC) zk+1 = Mzk + τ fk, (22)

where the matrix M is related to the mass matrix, the matrix C to the form b̂h
and the vector fk represents the right-hand side form l̂h, respectively.

The system matrix is a composition of particular sparse matrices, where the
mass matrix is symmetric and positive definite, and the structure of the matrix C
arises from the physical background of the problem and depends essentially on the
numerical flux IHV . Using the spectral theory in this upwind scheme (cf. [14]), it
can be shown that the matrix C is non-symmetric and singular, and has indefinite
symmetric part, but its entire spectrum lies in the right half of the complex plane.
Therefore, one can easily conclude that all time steps τ > 0 always guarantee that
the system matrix M + τC is nonsingular, i.e. zero is not contained in its spectrum.

Consequently, the system matrix has an inverse, which implies the solvability of
the algebraic problem (22). Finally, let us mention that the DG solution wk+1

h at
each time level is uniquely determined by the solution vector zk+1.

3.4 Limiting procedure
In the elasticity interface problems the discontinuous material parameters ρ and E
across certain interfaces imply discontinuities along these interfaces in other phy-
sical quantities. In this studied problem such discontinuities are allowed for the
momentum and the strain, while the displacement vector and the stress are treated
continuously due to interface conditions (7). In numerical solutions they are usually
accompanied by nonphysical spurious overshoots and undershoots in the vicinity of
these areas with very steep gradients of these solutions.

In order to avoid this undesirable phenomenon, it is necessary to apply a suitable
limiting procedure. The idea follows the approach proposed in [4] and is based
on a replacement of the solution in the problematic subdomains by its projection
into the space of piecewise constant functions. In the rest, the numerical solution
remains unchanged.

At first, to identify the elements with possible spurious oscillations in the
numerical solution we employ the following discontinuity indicator

g(K) =
1

diam(K)|K|3/4

∫
∂K

[wkh,3]2 dS, K ∈ Th, (23)

where diam(K) and |K| denotes the diameter and the area of the element K,
respectively. This indicator is based on the stress function (i.e. the third component
of wk

h), because this quantity is more suitable for the identification of discontinuities
or very steep gradients in the solutions than the strain function. The strain can
be a priori discontinuous on interfaces due to the different Young moduli on each
subdomain in general, and therefore such indicator could be incorrect.

Secondly, on an arbitrary element K, the projection Π0 is given by the integral
average value

Π0(ϕ|K) =
1

|K|

∫
K

ϕdx, K ∈ Th, ϕ ∈ L2(Ω). (24)
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Consequently, the updated solution ŵk
h is defined via Eqs. (23) and (24) element-wise

ŵk
h|K =

{
Π0

(
wk
h|K
)
, if g(K) > 1,

wk
h|K , if g(K) ≤ 1.

(25)

The resulting scheme equipped with the automatic limiting reads

(M + τC) zk+1 = Mẑk + τ fk,

where ẑk is a vector of basis coefficients for the modified solution ŵk
h from Eq. (25).

Finally, note that the indicator (23) was originally proposed for piecewise linear
approximations. However, this limiting procedure works with similar results also for
piecewise quadratic and cubic approximations in the studied problem. The higher
orders are not considered here, in order to preserve p-quasi-uniformity, i.e. to avoid
larger differences in polynomial orders for a set of neighbouring elements.

4. Numerical experiments

Our aim is to demonstrate the behaviour of the aforementioned elastic medium
subjected to two different kinds of an external action: (i) the initial impact repre-
senting some kind of a mechanical hit with a certain intensity and locality; (ii) the
initial stress of a compact support corresponding to some kind of a mechanical
loading. From the mathematical point of view the both types of action correspond
only to the different choices of initial states w0.

These outer interventions cause a development and propagation of waves, whose
amplitudes correspond to extremal values of the displacements u, secondly implying
the value of stresses σ. The most important observations are especially travelling
waves through the interface and the distribution of stresses in its neighbourhood.

The nature of the problem and the form of the system (3) guarantee the direct
evaluation of all components of the state vector, i.e. momentum and stress, or
deformation velocities and strain derived from them, respectively. However, in
some situations it is necessary to compute also the displacement vector (uh, vh)T.
Calculation of the displacement is therefore determined by the additional solving of
a couple of ordinary differential equations (arising from the definition of w)

duh
dt

=
1

ρ
wh,1(t) and

dvh
dt

=
1

ρ
wh,2(t), (26)

where functions wh,1(t) and wh,2(t) are known only at partition nodes tk of the
time interval [0, T ]. The solutions ukh and vkh of the system (26) can be obtained by
a suitable time integration. For instance, we can employ an implicit Euler method
again as in Eq. (22) and solve Eq. (26) together with the original problem.

Next, we introduce the geometry of a computational domain. For simplicity, we
consider the following planar elastic domain Ω with a circular subdomain ΩB with
unit radius, i.e.,

Ω = (0, 10)× (0, 10), ΩB =
{

[x, y] ∈ IR2 : (x− 5)2 + (y − 6)2 < 1
}
.
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Fig. 2 Spatial domain – the position of an interface and impact zone ΩS (left) and
the corresponding adaptively refined triangulation with 1128 elements (right).

Then the second subdomain is constructed as ΩA = Ω\ΩB and the interface is given
by ΓI = ΩA ∩ΩB , see Fig. 2 (left). The whole triangulation Th of a such domain Ω
is depicted in Fig. 2 (right) with obvious refinement.

All computations are carried out with an algorithm implemented in the solver
Freefem++, see [6], from a mesh generation/adaptation, over the discretization
and assembly of a linear algebraic problem to the basic post-processing. In the
forthcoming numerical experiments we consider piecewise linear (p = 1) discon-
tinuous elements with constant time step τ = 0.01. The computational meshes have
approximately 6 000 elements and UMFPACK is used as a sparse solver.

The presented numerical scheme (22) has theoretical order of accuracy (p+ 1
2 , 1)

on general grids, i.e. the norm of the error satisfies∥∥w(tk)−wk
h

∥∥ :=

√∑
K∈Th

(
w(tk)−wk

h,w(tk)−wk
h

)
= O

(
hp+

1
2 + τ

)
,

for a sufficiently smooth solution w and for all tk on any interval [0, T ], see [7].
Concurrently with this estimate, we also obtain a priori semidiscrete bounds to
control the solution on the entire time interval [0, T ] by the initial data. As stated
in [7], there exists constants Ch and αh such that

sup
t∈[0,T ]

‖wh(t)‖2 ≤ Ch eαhT ‖wh(0)‖2 .

According to the numerical results, this setting of space-time approximations does
not lead to a decrease of the accuracy, when an adaptively refined grid is used
and the time step is proportional to the wave speed. The significantly large time
step can destroy the accuracy as a poor resolution of a propagation of travelling
waves, especially in the neighbourhood of interfaces. On the other hand, the order
of accuracy with respect to the time coordinate can be increased by using the
higher-order scheme, e.g. the Crank-Nicolson method.
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4.1 Mechanical hit

First, let us consider the following (dimensionless) parameters of a medium: ρA =
1 000, EA = 1 000, ρB = 1 000, EB = 16 000, subjected to the mechanical hit. Before
it, the whole system is in equilibrium, i.e. displacements and stress have zero values.
The energy supplied to the system by the initial impact is modeled by non-zero
initial velocities given by 2D cylindrically symmetric Gaussian pulse centered at the
point (5, 4) with the unit amplitude and variances 0.01 in x and y directions. Here
we assume that an initial impact comes from the direction parallel to y-coordinate
axis. Thus, the resulting initial state vector is given by

w0(x) =
(
0, ρ(x) exp

(
−50 · |x− (5, 4)|2

)
, 0
)T
, x ∈ Ω.

Next, through a series of snapshots, we show in Fig. 3 the development of the
DG approximations of stress and strain from the initial zero data up to the final
time T = 3.0. At the first sight, the isolines of stresses and strains may seen
very similar, because the strain can be interpreted as the rescaled stress by the
Young modulus. However, in a detailed view of the subdomain ΩB , one can easily
recognize differences between the propagation of stress and strain. It can be stated
that the stress propagates through the circular interface ΓI continuously, see Fig. 3
(left). On the contrary, the isolines of strains are shifted on this interface and
therefore are discontinuous, see Fig. 3 (right). This fact secondarily reveals the
heterogeneous structure of the elastic medium, arising from parameters EA 6= EB .
These experiments also demonstrate that the corresponding wavefronts of stress
propagate faster in region ΩB than in subdomain ΩA, which is in a good agreement
with parameters of a medium considered, where cA < cB .

4.2 Mechanical loading

In the second example we consider another scenario, where the elastic medium
with parameters ρA = 1 000, EA = 1 000, ρB = 2 000, EB = 8 000 is subjected to
the mechanical loading. A balanced system is supplemented by the initial stress
of the constant value uniformly distributed on the subdomain ΩS = {[x, y] ∈ IR2 :
(x− 5)2 + (y − 4)2 < 0.25}, see Fig. 2 (left). Therefore, we take into account

w0(x) =
(
0, 0, 10 · χ(ΩS)

)T
, x ∈ Ω,

where χ(ΩS) is the characteristic function of the closure ΩS .
In Fig. 4, at the beginning of the whole simulation t ∈ [0, 3], it is evident

that the initial piecewise constant profile of the stress has broken up into different
waves preserving the symmetry of the problem setting. Later, one can easily
observe the behaviour of wavefronts along the interface, which is characterized by
the transmission and reflection of a wave during the transition of heterogeneity.
Similarly, as in the previous experiment, the numerical solution satisfies the coupling
conditions on the interface with continuous stresses and generally discontinuous
strains.
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t = 1.0 t = 1.0

t = 2.0 t = 2.0

t = 3.0 t = 3.0

Fig. 3 Mechanical hit: Development of distribution of approximate stresses (left)
and strains (right) in the whole medium captured at monitored time instants.
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t = 1.0 t = 1.0

t = 2.0 t = 2.0

t = 3.0 t = 3.0

Fig. 4 Mechanical loading: Development of distribution of approximate stresses
(left) and strains (right) in the whole medium captured at monitored time instants.
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5. Concluding remarks
We have presented a DG solver for the treatment of simplified elastic wave equations
that arise from the linear elasticity problem and that model a propagation of
mechanical waves in the piecewise homogeneous media. We have shown numerically
that both elaborated experiments reflect desired results. Therefore the potential of
this solver is promising for usage in many disciplines.

In the first place, the sophisticated choice of artificial boundary conditions
leading to the elimination of undesired effects on the boundary enables to sufficiently
diminish the diameter of the whole computational domain. Secondly, the elastic
wave propagation depends also on the shape of the domain ΩB and its position with
respect to the impact zone. In order to simplify this dependency, in this study the
interface of a circular shape is chosen and approximated with a sufficiently refined
convex polygon. Finally, limiting together with an implicit treatment in interface
conditions clearly resolve the discontinuities in each component of the solution.

Further, using the inverse approach to the problem solution, the structure of the
material can be revealed from the real experiments and this can be also applied in
the field of biological materials and biomechanics, especially for the determination
of load limits of human body in case of a traffic accident, see [13]. Moreover, it can
be useful for the design of passive safety elements of the vehicle, cf. [9].

The presented continuous model has also its limitations consisting in the simple
form of the stress tensor, which takes into account only a propagation of longitu-
dinal waves in the medium with piecewise constant parameters. Possible ways to
extend this model consist in the introduction of an additional material parameter
corresponding to the propagation of transverse waves together with the assumption
of heterogeneity of the medium, which can be objects of interest for the future work.
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