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Abstract: learning machine (ELM), as a new learning mechanism for single hid-
den layer feedforward neural networks (SLFNs), has shown its advantages, such as
fast computation speed and good generalization performance. However, the weak
robustness of ELM is an unavoidable defect for image classification. To address
the problem, we propose a novel ensemble method which combines rotation for-
est and selective ensemble model in this paper. Firstly, ELM and rotation forest
are integrated to construct an ensemble classifier (RF-ELM), which combines the
advantages of both rotation forest and ELM. The purpose of rotation forest here
is to enhance the diversity of each base classifier which can improve the perfor-
mance generalization. Then several ELMs are removed from the ensemble pool by
using genetic algorithm (GA) based selective ensemble model to further enhance
the robustness. Finally, the remaining ELMs are grouped as a selected ensemble
classifier (RFSEN-ELM) for image classification. The performance is analyzed and
compared with several existing methods on benchmark datasets and the exper-
imental results demonstrate that the proposed algorithm substantially improves
the accuracy and robustness of classification at an acceptable level of training cost.
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1. Introduction

Image classification is an important research area in computer vision and machine
learning. Several image classification approaches have been proposed and shown
good performance [1, 16, 17]. However, significant challenges still exist in current
image classification tasks. For instance, due to the high complexity of some image
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datasets and the high dimensionality of the feature representation of images, sup-
port vector machine (SVM) and least-square support vector machine (LSSVM) [27],
which are widely used for image classification [15], need to take a time-consuming
and complex training step to find the optimal parameters. It is still a critical prob-
lem to enhance the classification performance while keeping the training time at
an acceptable level.

In recent years, Huang et al. proposed a novel machine learning algorithm
called extreme learning machine (ELM) [12,13], which has a fast computation speed
and good generalization performance. Compared with other widely used machine
learning algorithms, ELM has some outstanding advantages. The randomly se-
lected input weights and biases for network training can substantially simplify the
time-consuming training step and reduce the computational complexity. No extra
parameters need to be tuned except the predefined network architecture, and all
the parameters can be generated without training data. Moreover, it can han-
dle the multi-class classification problem naturally without using the one-versus-all
or one-versus-one strategy [14]. A number of classification applications based on
ELM have been recently proposed, such as hyperspectral image classification [18],
protein sequence classification [28], landmark recognition [2], gene expression data
classification [21], brain detection [22,23,29], etc.

Nevertheless, there are still some drawbacks of ELM. For instance, the randomly
assigned weights will widen the range of the classification accuracies in different
trials with the same parameters. Some researchers suggested that the shortcomings
of ELM could be overcome by using ensemble strategy [9]. For example, Cao
et al. [3] proposed an algorithm called V-ELM, which trains multiple ELMs and
combines their results by majority voting. To further improve the diversity of
base classifiers in the ensemble, Samat et al. [25] combined the ELM with the
commonly used ensemble strategy bagging approach, and proposed an algorithm
called Bagging based ELM (B-ELM). Stosic et al. [26] introduced a voting based
q-generalized extreme learning machine (V-QELM) which trains individual ELMs
with q-Gaussian activation functions using different values of the parameter q. Han
and He et al. [7,8] proposed two algorithms called RMSE-ELM and LARSEN-ELM.
RMSE-ELM was a recursive model based ELM combined with selective ensemble
for robustness improvement. While LARSEN-ELM model was a selective ensemble
of ELM using least angle regression for blended data. Liu and He et al. [19] proposed
a robust online sequential extreme learning machine (ROS-ELM). In [20], particle
swarm optimization based selective ensemble of online sequential extreme learning
machine was proposed. These models improved the robustness while keeping a
relatively high speed for ELM.

Deep learning is a new approach in machine learning research. The motivation is
to establish a neural network by simulating human brain for analysis and learning.
It mimics the mechanism of human brain to explain the data. By combining
low-level features obtained from the distributed characteristics of the data, more
abstract high-level attribute classes or features are created. The concept of deep
learning was presented by Hinton et al. [10] in 2006. The core idea of deep learning
includes: (1) Unsupervised learning is used to pre-train each network layer. (2)
Unsupervised learning only trains one layer each time, and the training results are
used as the inputs of the higher layer. (3) Supervised learning is used to turn
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all layers. The advantages of deep learning are as follows: (1) It outperforms all
other machine learning methods when the datasets are large enough. (2) It has a
good property of transfer learning, which means that a trained model can be used
for another different but related problem with some simple refinement. The deep
learning also has its disadvantages as follows: (1) Deep learning training is time
consuming. And the model verification and testing of deep learning is difficult. (2)
In some deep networks, GPU is required both in training and on-line deployment.
Meanwhile, deep learning is extremely sensitive to the size of the network structure.
In order to obtain high precision, it is necessary to manually adjust a large number
of parameters, which requires massive computational resources. Hence the learning
speed is extremely low, and it is easy to be overfitting. On the contrary, ELM is
not sensitive to the size of the network structure. It has a fast learning speed, and
emphasizes dynamic balance in learning accuracy and precision. It also can be
used for small data set to solve complex applications.

Inspired by the previous trend of ELM, we propose a novel method for image
classification which can achieve high accuracy with a cost efficient training step and
improve classification robustness. So a new method called RFSEN-ELM is pro-
posed in this paper. The method is formed by combination of rotation forest [24]
and genetic algorithm (GA) [6] based selective ensemble model [30]. Rotation for-
est, as a powerful ensemble classifier generation method, is used here to train a
set of base classifiers with high diversity. As suggested by the selective ensemble
model, we utilize fewer but better base classifiers to assemble the strong ensemble
classifier. Note that GA is used here as an optimization method to reduce the
negative impact of un-optimal classifier in selective ensemble model. In our mod-
ification, the algorithm consists of two major procedures: Firstly, we use rotation
forest to train a set of independent ELMs (RF-ELM) with high diversity. Then an
optimal subset of the ensemble pool is selected by using GA based selective ensem-
ble model. Finally, we use the remaining ELMs to make up the strong ensemble
classifier (RFSEN-ELM).

The rest of this paper is organized as follows. In Section 2, we briefly introduce
ELM and genetic algorithm. Our method is detailed in Section 3. In Section 4, ex-
periments of empirical comparisons with ELM, B-ELM, V-ELM, SVM and LSSVM
are exhibited. Section 5 draws a conclusion.

2. Preliminaries

2.1 Extreme learning machine

Extreme learning machine (ELM) is a learning mechanism for single hidden layer
feedforward networks (SLFNs), which substantially increases the learning speed
by randomly selecting the weights and biases of hidden nodes. Given a training
set consisting of N samples (xj ,yj), where xj = [xj1, xj2, . . . , xjn] ∈ Rn, yj =
[yj1, yj2, . . . , yjm] ∈ Rm, the mathematical expression of standard SLFNs with L
hidden nodes is described as follows:

L∑
i=1

βigi(xj) =

L∑
i=1

βig(wi · xj + bi) = oj , j = 1, 2, . . . , N (1)
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where wi = [wi1, wi2, . . . , win]T is a n-dimensional weight vector connecting i-th
hidden node and input neurons, βi = [βi1, βi2, . . . , βim]T is a m-dimensional weight
vector connecting i-th hidden node and output neurons, bi is the threshold of the
i-th hidden node. Note that Eq. (1) can be rewritten as

Hβ = O, (2)

where

H =

 g1(w1 · x1 + b1) · · · gL(wL · x1 + bL)
...

. . .
...

gN (w1 · xN + b1) · · · gL(wL · xN + bL)


N×L

, (3)

β = [β1, β2, . . . , βL]T ∈ RL×m and O = [o1, o2, o3, . . . , oN ]T ∈ RN×m, (4)

where H is the hidden layer output matrix of the network, O is the output matrix
and β is the weight matrix. Subsequently, optimal weights could be found by
minimizing the least-square error

β̂ = min ‖Hβ −Y‖ , (5)

where Y = [y1, y2, y3, . . . , yN ]T is the target matrix. In the case when the weights
and biases of hidden layer can be randomly selected and H is a square and invertible
matrix, weights β of output layer can be solved by finding the minimum norm least-
squares function of the linear model.

β̂ = H†Y, (6)

where H† is Moore–Penrose generalized inverse of matrix H. The ELM algorithm
for classification tasks can be summarized in Algorithm 1.

Algorithm 1 : ELM.

Given:
D: training set D = {(xi,yi)|xi ∈ Rn,yi ∈ Rm, i = 1, 2, 3, . . . , N}; g(x): activa-
tion function; L: the number of hidden nodes
Training:
Random select the weights wi and biases bi
Calculate the hidden layer output matrix H
Calculate the output weights β : β = H†Y
Classification:
Given new unlabeled test instance xtest ∈ Rn

Calculate the hidden layer output matrix HT = g(wi · xtest + bi), i = 1, 2, . . . , N

Calculate the class label of the instance YT = HT · β

2.2 Genetic algorithm

Genetic algorithm (GA) is a heuristic search algorithm to solve the optimization
problem. Given a specific problem, the input of GA should be an encoded potential
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solution of the problem. Generally, we apply a metric called fitness function to
quantitatively evaluate each individual. The fitness is the standard to judge the
individuals, and we can use it to evolve the individuals in order to estimate them.

The implementation of GA is actually similar to the evolution in nature, and
the algorithm iteratively updates a set of randomly generated individuals called
population. All of the individuals in the population are evaluated according to the
predefined fitness function. The fittest members are kept and allowed to reproduce
in the current population, and then the genetic operators such as crossover and
mutation are used for generating new offspring individuals. These new individuals
then go on to the next generation forming a new pool of candidate solutions. The
procedure of generating new individuals continues until the optimal solution of the
problem can be found.

3. Selective ensemble of ELM using rotation
forest

3.1 Rotation forest based extreme learning machine

Rotation forest is a powerful ensemble classifier generation method. The success
of rotation forest relies on the randomized rotation matrix, which can highly im-
prove the diversity of the base classifiers in the ensemble. Decision tree is always
used as the base classifiers of the original rotation forest method due to the sensi-
tivity to rotation of feature axes, but the complexity and overfitting problems of
decision trees often disturb the generalization performance of classification. Thus,
we introduce an ensemble method in this section that applies the advantages of
both ELM and rotation forest (RF-ELM). In the training phase, we first compute
the randomized rotation matrix of the training data, which is created by feature
extraction and transformation of training data.

Given n-dimensional input vectors xj = [x1, x2, x3, . . . , xn] ∈ Rn and make up
all the set of N samples int a matrix as follows:

X =

 x11 · · · x1n
...

. . .
...

xN1 · · · xNn

 , (7)

where xij is the value of the j-th dimension of the i-th input vector. The base
classifiers in the ensemble are denoted by D1, D2, . . . , DL and the feature set is
denoted by F . To build up the training data for each base classifier Di, the main
steps are as follows:

Step 1: Randomly divide the feature set F into K subsets where each feature
subset Fi, i = 1, 2, . . . ,K has M = n/K features.

Step 2: For each feature subset Fi, i = 1, 2, . . . ,K, extract the corresponding
data Si of training set. Run PCA using only the M features in and the correspond-
ing data Si. Obtain the coefficients of the principal components aK1, aK2, . . . aKM ′

(M ′ ≤M).

503



Neural Network World 5/2017, 499–517

Step 3: Organize the obtained K coefficients vectors in the matrix R = [R1, R2,
. . . , RK ]T.

R =


a11, . . . , a1M ′ 0 · · · 0

0 a21, . . . , a2M ′ · · · 0
...

...
. . .

...
0 0 · · · aK1, . . . , aKM ′

 . (8)

Step 4: To calculate the training set for classifier Di, we need to rearrange the
matrix R in order to correspond to the original features. The new training data
for Di is Xnew = XR∗, where R∗ is the rearranged rotation matrix.

When the construction of randomized rotation matrix for each base classifier is
completed, then the new training data of each base classifier could be calculated
based on the randomized rotation matrix. Finally, multiple ELMs are trained on
the rotated training data to make up the ensemble. The detailed procedure of
RF-ELM is shown in Algorithm 2.

Algorithm 2 : RF-ELM.

Given:
X: training data set (N × n matrix); Y: the labels of the training data set
(N × 1 matrix); Q: the number of classifiers in the ensemble; K: the number
of feature subsets
Training:
for q = 1 to Q do

Divide F (the feature variable set) randomly into K subsets Fq,j , j =
1, 2, . . . ,K
for each Fq,j , j = 1, 2, . . . ,K do

Let Xq,j be the subset of X corresponding to feature subset Fq,j

Select a bootstrap sample from Xq,j of size 75%, denote the new set by X′q,j
Apply PCA on X′q,jto obtain the coefficients in a matrix Cq,j

end for
Arrange the Cq,j for j = 1, 2, . . . ,K in a rotation matrix R
Compose R∗ by rearranging the columns of R so as to match the order of
features
Train ELM and compute βq using the new training set Xnew = XR∗, according
to the training step of Algorithm 1.

end for
Classification:
Given new unlabeled test instance xtest ∈ Rn

for q = 1 to Q do
Obtain output matrix Ytest(q) = Htest(q)βq

end for

Sum up all Q output matrices Ytest =
Q∑

q=1
Ytest(q)

Calculate the final class label by majority voting
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3.2 Genetic algorithm based selective ensemble

Most conventional ensemble learning algorithms generally apply all of the base
classifiers to build the final ensemble classifier. It is certain that these methods
directly promote the classification performance, but compared with single classi-
fier, the learning speed of ensemble algorithm has significantly decreased and the
space complexity of ensemble classifier has substantially increased. Considering
the relationship between the generalization performance of ensemble classifier and
the correlation of each base classifier, it may be better to ensemble many instead
of all of the base classifiers based on the selective ensemble model.

In selective ensemble, we need to assign a weight for each base classifier, which
could represent their importance in the ensemble, and then we can select the opti-
mal subset of the ensemble pool based on these weights. In other words, when we
randomly assign the weight vector w = [w1, w2, . . . , wn]

T
to the ensemble, the main

task in selective ensemble is to find an optimal weight vector w∗ = [w1, w2, . . . , wk]
T

from a pool of different weight vectors, where k is the number of the selected indi-
viduals. To evolve the weights which reflect the importance of each individual in an
ensemble to some extent, we consider the procedure of finding the optimal weight
vector as an optimization problem for genetic algorithm, thus the weight vector
w = [w1, w2, . . . , wn]

T
could be regarded as a member of the initial population,

where wi should satisfy Eq. (9) and Eq. (10).

0 ≤ wi ≤ 1, (9)

N∑
i=1

wi = 1. (10)

When the initialization of the population of GA is completed, the predefined
threshold λ is used to select the components of weight vector whose weight is
bigger than λ. Because the weight vectors are randomly generated, the selected
individuals are independent of each other in the population. But it is worth noting
that we must normalize the weight vector for satisfying Eq. (10) after evolution
due to the sum of wi. The normalization is described as

w′i =
wi∑n
i=1 wi

. (11)

In order to estimate the fitness of each individual of the population, we calculate
the classification error Ew of each individual in the population on a validation set.
The validation set is generated by a commonly used approach called bagging to
avoid overfitting. The classification error Ew could reflect the quality of weight
vector w. It is clear that the smaller Ew is, the better w is, so the fitness function
is described as follows:

f(w) =
1

Ew
=

N∑N
i=1 I(yi 6= f(xi))

, (12)

I =

{
1 y 6= f(x),

0 y = f(x),
(13)
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where N is the number of training samples in the validation set. I is the indicator
function, f(x) is the output of the classifier and y is the target output. When the
evolution of population is completed, we can select the optimal subset based on
the predefined threshold λ in the evolved optimal weight vector w∗ to make up the
ensemble.

3.3 RFSEN-ELM

In order to overcome the drawbacks of ELM, we propose an ensemble based ELM
algorithm to improve the classification performance. However, the conventional
ensemble learning algorithms are not well suited for image classification, because
the poor diversity of base classifiers undermines the generalization performance and
several un-optimal classifiers in the ensemble disturb the robustness performance.
Hence, we propose a novel method called RFSEN-ELM in this paper to improve the
generalization performance as well as the performance robustness. The algorithm
contains two major procedures. We first train multiple ELMs using rotation forest
which can highly increase the diversity of the base classifiers, and then we apply
the GA based selective ensemble model to make up an optimal ensemble classifier.

We show the specific algorithm procedure in Algorithm 3. In the training
phase, for each base classifier, randomized rotation matrix is constructed. This
step can highly improve the diversity, and the details are described in Section 3.1.
The rotated training data will be used to train multiple ELMs with high diver-
sity. To further improve the performance robustness, the genetic algorithm based
selective ensemble model is utilized to select an optimal subset of the ensemble
pool. Initially, we randomly assigned the weights vector w = [w1, w2, . . . , wn]

T
for

each individual in the population, and then the fitness is computed to select the
fittest individuals in the population, we can obtain an evolved best weight vector
w∗ = [w1, w2, . . . , wk]

T
, where k is the number of the selected individuals based on

the predefined threshold λ. Finally, the ensemble output comes from the selected
base classifiers by majority voting.

4. Experiments and discussions

In this section, the classification performance of RFSEN-ELM is compared with
several existing methods, and the criteria used here to evaluate the classifiers are
accuracy, robustness, and computational complexity of classification. The compari-
son is implemented on two benchmark image datasets and the compared algorithms
including the Voting based ELM (V-ELM) [3], Bagging based ELM (B-ELM) [25],
and SVM [4]. V-ELM trains multiple ELMs with random parameters and com-
bines their results by majority voting, B-ELM trains independent ELMs by using
a standard bagging approach. All experiments were implemented in Matlab2012b
running on a PC with 2.5 GHz CPU and 4 GB RAM.

4.1 Datasets

The 15 Scenes: This is a dataset of fifteen natural scene categories that expands
on the thirteen category dataset released in [16]. The database contains 4485 scene
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Algorithm 3 : RFSEN-ELM.

Given:
X: training data set (N × n matrix); Y: the labels of the training data set
(N × 1 matrix); Q: the number of classifiers in the ensemble; K: the number
of feature subsets; λ: the predefined threshold; f(x): the fitness function
Training:
Train Q ELMs and remain the model parameters βq, q = 1, . . . , Q of each clas-
sifier according to the training step of Algorithm 2
Initialize population and randomly assign the weight vector wq to each individual
for k = 1 to K do

Compute the fitness of each individual on the validation set based on the
fitness function f(wq) = 1/Ewq

, q = 1, . . . , Q
Select the population for the next generation based on the fitness of each
individual
Breed new individuals through crossover, mutation as new population

end for
Obtain the evolved best weight vector w∗

Remain the individuals whose weight is larger than λ. Denote the remaining
individuals by Q∗

Classification:
Given new unlabeled test instance xtest ∈ Rn

for q = 1 to Q∗ do
Obtain output matrix Ytest(q) = Htest(q)βq

end for

Sum up all Q∗ output matrices Ytest =
Q∗∑
q=1

Ytest(q)

Calculate the final class label by majority voting

images of 15 categories, including kitchen, bedroom, factories, streets, etc. Each
category has 200 to 400 images, and the average size of the image is 300 × 250
pixels. Fig. 1(a) shows the selected sample images.

UIUC-sports: This dataset contains 8 sports event categories and a total num-
ber of 1579 images [17]. These images are taken from events belonging to rowing,
badminton, polo, bocce, snowboarding, croquet, sailing and rock climbing. The
number of images in each category varies from 137 to 250. Fig. 1(b) shows the
selected sample images.

4.2 Experimental settings

In order to obtain the feature representation vector of images for the classifiers,
we extract the global SIFT descriptor [5] of each image in the dataset, the SIFT
descriptor is a local feature descriptor which is widely used in image classification,
then we perform K-means clustering of the extracted features to form a visual
vocabulary, the vocabulary size is set to 300 in this paper. Finally, we implement
the Spatial Pyramid Matching (SPM) model [15] to form the representation vector
of the image by aggregating the words of visual vocabulary into the histogram,
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bedroom suburb industrial kitchen living room
(a) The 15 Scene

badminton bocce croquet polo climbing
(b) UIUC-sports

Fig. 1 Example images from The 15 Scenes and the UIUC-sports datasets.

and computing the histogram representation and concatenating all the histograms.
The feature dimension of each image is calculated as

N = M

L∑
l=0

4l = M
1

3
(4L+1 − 1), (14)

where M is the vocabulary size. l is the level of the scale space in SPM model. L
is the max value of level, and is set to 2 in this paper.

The genetic algorithm in this paper is implemented by the GAOT toolbox
developed by Houck et al [11]. The genetic operators, including select, crossover,
and mutation, and the system parameters, are all set to the default values of GAOT.
The predefined threshold λ is set to 0.05.

To make our tests more reasonable, we randomly partitioned the training im-
ages and the testing images. For the UIUC-sports dataset, we randomly select 80
training images from each category and the rest images are used for testing. For
The 15 Scenes dataset, 100 images per class are randomly selected for training
and the rest images are used for testing. The details are shown in Tab. I. All the
experiments are repeated 50 times to ensure the reliability and the average results
are reported in the paper.

Datasets Classes Training Testing

UIUC-sports 8 640 939
The 15 Scenes 15 1500 2985

Tab. I Specifications of two types of datasets.
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4.3 Experimental Results

The first set of experiments was set up to evaluate the impact of the number of the
hidden nodes of ELM and the number of ELMs in an ensemble. To select the num-
ber of hidden nodes appropriately, we perform experiments with ELM algorithm
on two different datasets. Because the selection of hidden nodes is relevant to the
size of training data, we record the classification accuracy once every 25 and 50
hidden nodes on the UIUC-sports and The 15 Scenes datasets, respectively. The
results are presented in Fig. 2. It can be observed that when the number of hidden
nodes is set to 200 and 500 on two datasets respectively, the classification accuracy
reaches the maximum. To make the comparison between the ensemble methods
and ELM conveniently, the number of the hidden nodes of ensemble methods is set
to 200 and 500 respectively when the experiments are performed on UIUC-sports
and The 15 Scenes datasets.

In Fig. 3 we give comparison of the classification accuracy and the number of
ensembles between the proposed RFSEN-ELM and other ensemble methods: RF-
ELM, B-ELM and V-ELM. It can be observed that RFSEN-ELM has shown the
best performance for all ensemble sizes on two datasets, while RF-ELM has slightly
higher accuracy than V-ELM and B-ELM. RFSEN-ELM can achieve the robust
performance only between 15 and 25 base classifiers, but the compared methods
need more than 30 base classifiers to achieve the robust results.
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(b) The 15 Scenes

Fig. 2 The relationship between classification accuracy and the number of hidden
nodes on two datasets.

In general, the combination of multiple ELMs in an ensemble substantially in-
creases the classification accuracy, because the ensembles have more voting power
with a larger number of classifiers. But when we further increase the number of
ensembles, the marginal improvement of accuracy is negligible, and the training
cost increases substantially, especially for the proposed RFSEN-ELM method. To
illustrate this, the training costs of RFSEN-ELM and the compared methods are
recorded on two datasets, adopting different number of ELMs in an ensemble but
same number of hidden nodes. As shown in Fig. 4, the training cost of RFSEN-
ELM with 50 ensembles is longer than 500 and 1800 seconds respectively, while
V-ELM and B-ELM finished the training phase within several seconds. Therefore,
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Fig. 3 The classification accuracy of proposed method and the compared methods
with different numbers of ensembles.
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Fig. 4 The training time of proposed method and the compared methods with dif-
ferent numbers of ensembles.

it is inadvisable for applications on large image datasets when the ensemble size of
RFSEN-ELM is too lager. When considering both the improvement of the classifi-
cation accuracy and the increment of the training cost, we suggest the number of
ensembles size for the proposed method should be less than 20.

The second set of experiments is conducted in order to compare the perfor-
mances of the proposed method and several other recent classification methods.
Simulations using V-ELM, B-ELM, RF-ELM, RFSEN-ELM, SVM and LSSVM
are conducted on two datasets. The parameter settings of the ensemble methods
are selected based on the analysis of the first set of experiment. The optimal choice
of the number of ensembles of the ensemble algorithms should be set to 20 due to
the balance of the classification accuracy and the training cost. For SVM and
LSSVM, the Gaussian RBF is used as the kernel function, the optimal parameters
C and γ are selected by a grid search over pairs of values C = [2−4, 2−2, . . . , 2−10],
γ = [2−10, 2−8, . . . , 24], using 5-fold cross validation.

The computational efficiencies of the proposed approaches are evaluated in com-
parison with other methods. Tab. II and Tab. III show the simulation of time
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performance results of each method. It is obvious that the ELM algorithm is much
faster than the other algorithms and that SVM is the most time consuming algo-
rithm in both training and testing step. The experiment results is in consistent
with the common acknowledge that the training cost of nonlinear SVM algorithm
is sensitive to the process of finding the optimal combination of the parameters C
and γ, and the searching process of parameters is generally time consuming. We
could see from the results that RFSEN-ELM costs more time in training phase
than the other ensemble based ELM methods due to the complex training step
for improving diversity. When considering the testing phase, RFSEN-ELM shows
the better results than the other ensemble methods, because the selective ensemble
model utilizes fewer but better base classifiers to make up the ensemble, so the
actual number of ensembles of RFSEN-ELM is less than 20.

Methods Training(s) Speedup Testing(s) Speedup

ELM 0.159 14448.4 0.081 87.28
B-ELM 3.58 641.7 1.57 4.5
V-ELM 2.98 770.9 1.48 4.77

RF-ELM 257.48 8.92 1.51 4.68
RFSEN-ELM 263.15 8.73 0.83 8.52

SVM 2297.3 1 7.07 1

Tab. II Computational costs comparison on UIUC-sports dataset (Speedup denotes
training (or testing) time compared with SVM).

Methods Training(s) Speedup Testing(s) Speedup

ELM 0.953 4007.97 0.568 30.14
B-ELM 20.54 185.96 10.34 1.66
V-ELM 19.31 197.81 10.57 1.62

RF-ELM 712.36 5.36 10.29 1.66
RFSEN-ELM 723.45 5.28 6.36 2.69

SVM 3819.6 1 17.12 1

Tab. III Computational costs comparison on The 15 Scenes dataset (Speedup de-
notes training (or testing) time compared with SVM).

Compared with other machine learning algorithms, the random assignment of
input weights and biases of ELM may result in unstable and non-optimal output. So
we further evaluate the robustness of the proposed ensemble approach. Fig. 5 shows
the simulations of each ensemble method in 50 trials on two datasets. It is obvious
that RFSEN-ELM is more stable than V-ELM and B-ELM, and slightly better
than RF-ELM. The reasons for the robustness of RFSEN-ELM algorithm are the
high diversity of each individual classifier based on rotation forest and the selection
of optimal subset of the ensemble based on selective ensemble model. Additionally,
B-ELM is the most volatile one, because the step of bootstrapped replicas of the
training data may be not applicable for these image datasets. The classification
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Fig. 5 The performance of proposed method and the compared methods in 50 trials
on two datasets.

accuracy of proposed method and the compared methods with different numbers
of ensembles.

Results in Tab. IV and Tab. V demonstrate the comparison of overall accuracies
and class-specific accuracies for all of the classes on UIUC-sports. Tab. VI and
Tab. VII show the same experimental results on The 15 Scenes. We can get the
maximum of the overall classification accuracies on two datasets at 0.8459 and
0.8148. The proposed method RFSEN-ELM obtains higher overall accuracy than
the other ensemble algorithms, and is slightly better than SVM and LSSVM. For
most of the classes, we can get the maximum class-specific classification accuracies
when using RFSEN-ELM. Notice that, SVM obtains the highest accuracies in some
classes on two datasets. However, SVM has a time consuming training phase, and
the cost will jump to thousands seconds for these datasets according to the analysis
in computational efficiencies. Therefore, the proposed algorithm RFSEN-ELM
could be used as an efficient and robust alternative to SVM and these experimental
results illustrated that RFSEN-ELM has stronger generalization and robustness
results for image classification.

class ELM B-ELM V-ELM RF-ELM RFSEN-ELM SVM LSSVM

badminton 81.56 85.09 86.15 87.30 89.56 88.47 82.50
bocce 79.67 84.33 85.07 86.21 88.31 87.91 88.42

croquet 69.53 70.62 71.67 72.33 74.80 74.15 71.15
polo 78.33 79.54 81.23 82.38 83.49 83.08 78.43

climbing 81.67 85.48 87.29 88.27 90.71 90.34 90.23
rowing 78.42 80.38 80.86 81.24 82.03 81.72 77.06
sailing 80.23 83.82 85.63 85.91 86.23 86.31 84.91

boarding 76.17 79.05 79.33 80.72 81.56 81.44 78.36

Tab. IV Class-specific classification accuracy (%) on UIUC-sports dataset.

In the third set of experiments, we apply RFSEN-ELM and the other methods
to the classification of UCI classification datasets [31], and the overall classifica-
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Methods Overall accuracy [%] Dev [%]

ELM 78.20 1.38
B-ELM 81.04 0.71
V-ELM 82.15 0.55

RF-ELM 83.03 0.47
RFSEN-ELM 84.59 0.34

SVM 81.92 1.25
LSSVM 81.92 1.25

Tab. V Overall classification accuracy and standard derivation comparisons of
different classifiers on UIUC-sports dataset.

class ELM B-ELM V-ELM RF-ELM RFSEN-ELM SVM LSSVM

bedroom 61.25 65.38 66.34 66.51 68.91 68.43 66.38
suburb 86.61 88.89 91.44 92.83 94.51 95.02 93.62

industrial 63.67 66.58 67.01 67.92 70.05 68.87 67.35
kitchen 63.75 66.13 66.45 67.06 68.44 68.11 67.27

living room 61.86 65.43 65.97 66.55 68.13 67.20 69.02
coast 75.22 78.48 79.16 81.33 82.56 82.07 77.15
forest 89.58 91.75 93.83 94.05 94.57 94.84 93.86

highway 73.85 78.97 80.84 81.77 83.28 82.53 79.38
inside city 63.05 66.67 66.71 69.12 70.18 70.09 67.60
mountain 91.07 92.79 92.15 93.14 94.33 93.82 88.77

open country 70.97 75.81 77.21 77.84 79.76 78.03 80.90
street 79.55 82.14 82.65 84.01 86.80 88.22 87.54

building 81.13 85.26 86.11 88.43 90.94 90.33 87.12
office 90.63 92.88 92.51 93.22 93.68 93.56 94.78
store 63.42 69.05 70.66 73.69 76.15 75.72 75.81

Tab. VI Overall classification accuracy and standard derivation comparisons of
different classifiers on The 15 Scenes dataset.

Methods Overall accuracy [%] Dev [%]

ELM 74.37 1.39
B-ELM 77.74 0.74
V-ELM 78.61 0.61

RF-ELM 79.83 0.49
RFSEN-ELM 81.48 0.38

SVM 81.12 0.56
LSSVM 80.16 1.38

Tab. VII Overall classification accuracy and standard derivation comparisons of
different classifiers on The 15 Scenes dataset.
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Datasets Methods Overall accuracy [%] Dev [%]

derm ELM 93.73 1.74
B-ELM 97.25 0.97
V-ELM 95.60 2.07

RF-ELM 96.58 0.86
RFSEN-ELM 97.37 0.77

SVM 96.97 1.67
LSSVM 96.97 1.30

optdigits ELM 98.39 0.36
B-ELM 98.00 1.95
V-ELM 98.72 0.33

RF-ELM 98.77 0.47
RFSEN-ELM 98.83 0.35

SVM 98.82 0.19
LSSVM 98.79 0.31

segment ELM 95.79 0.52
B-ELM 95.84 0.67
V-ELM 95.12 0.81

RF-ELM 95.88 0.61
RFSEN-ELM 96.03 0.53

SVM 95.93 0.67
LSSVM 95.82 0.92

zoo ELM 93.55 4.30
B-ELM 95.33 2.81
V-ELM 96.33 2.22

RF-ELM 96.67 1.67
RFSEN-ELM 96.82 1.29

SVM 95.00 3.24
LSSVM 96.67 1.57

Tab. VIII Overall classification accuracy and standard derivation comparisons of
different classifiers on UCI datasets.

tion accuracy and the standard deviation are used to measure the performance.
The number of hidden nodes is set to 500 in ELM. The number of trails is set
to 20 in B-ELM, V-ELM, RF-ELM and RFSEN-ELM. The method of parame-
ters optimization for SVM and LSSVM is the same to that in the second set of
experiments.

Results in Tab. VIII demonstrate the comparison of overall accuracies and stan-
dard deviations on different datasets. We can see that the method proposed in this
paper has the maximum of the overall classification accuracies on four datasets at
0.9737, 0.9883, 0.9603 and 0.9682, which is higher than the accuracy of single ELM
classification on four datasets. Compared to B-ELM, V-ELM and RF-ELM, our
method combines the rotation forest with ELM to get the set of base classifiers,
and uses selective ensemble model which based on genetic algorithm to optimal
the ensemble pool. Seen from the experimental results, our method not only im-
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proves the classification accuracies, but also further enhances the robustness on
four datasets. Comparing our method with SVM and LSSVM, we can find that
the accuracies of our method are higher than SVM and LSSVM. It can be seen that
our method provides a new idea to solve multi-classification problem, avoiding the
difficulties of using SVM and LSSVM to solve the multi-classification problem.

5. Conclusions

In this paper, we proposed a novel ensemble learning algorithm named RFSEN-
ELM. It adopted rotation forest method to generate a set of candidate ELMs with
high diversity, and then GA based selective ensemble method was implemented to
evolve an optimal subset of the ensemble pool. The experiments have been con-
ducted on two benchmark image datasets and four classification datasets, and the
proposed algorithm consistently obtained better results than the compared algo-
rithms. RFSEN-ELM achieved more robust and accurate results compared with
the other ensemble based ELM learning algorithms. Moreover, compared with
SVM and LSSVM, RFSEN-ELM yielded slightly better accuracy with a signifi-
cantly lower cost of training phase. Therefore, we can draw the conclusion that
RFSEN-ELM can generally achieve robustness of the classification and generate
better generalization performance at an acceptable level of training cost for image
classification.
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