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Abstract: Permutation Flow-Shop Scheduling Problem (PFSP) which exists in
many manufacturing systems is a classic combinatorial optimization problem. Stud-
ies have shown that the PFSP including more than three machines belongs to the
NP-hard problems and is difficult to solve. Based on a new bio-inspired algorithm –
Artificial Butterfly Optimization (ABO) algorithm, this paper presents a Discrete
Artificial Butterfly Optimization (DABO) algorithm to find the permutation that
gives the smallest completion time or the smallest total flow time. The performance
of the proposed algorithm is tested on well-known benchmark suites of Car, Reeves
and Taillard. The experimental results show that the proposed algorithm is able
to provide very promising and competitive results on most benchmark functions.
The DABO algorithm is then employed for one production optimization problem.
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1. Introduction

Permutation Flow-Shop Scheduling Problem (PFSP) is a classic combinatorial op-
timization problem. The typical PFSP is described below [8]: A set of n jobs must
be performed on m machines. All jobs have the same order on each machine. One
job is processed by only one machine at any time. One machine processes only one
job at a time. The processing time on any machine is known and deterministic.
The processing time of individual jobs on different machines could be and usually
is different. Travel time between two consecutive machines is negligible. The ob-
jective is to find an optimal permutation for the minimum completion time or the
minimum total flow time.
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Suppose π = (π1, π2, . . . , πn) is a permutation of n jobs. P (πi, j) denotes the
processing time of job πi on machine j. The completion time of job πi on machine
j is denoted by C(πi, j). The objective function can be the minimization of the
makespan (Cmax) or the total flow time (TFT ), and so on. The completion time
for the n-job and m-machine problem is computed as follows:

C(π1, 1) = P (π1, 1), (1)

C(πi, 1) = C(πi−1, 1) + P (πi, 1), i = 2, . . . , n, (2)

C(π1, j) = C(π1, j − 1) + P (π1, j), j = 2, . . . ,m, (3)

C(πi, j) = max {C(πi−1, j), C(πi, j − 1)}+P (πi, j), i = 2, . . . , n, j = 2, . . . ,m. (4)

The objective is to find the optimal permutation π∗

Cmax(π∗) ≤ C(πn,m) (5)

or

TFT =

n∑
i=1

C (πi,m). (6)

Cmax and TFT are widely used for measuring the quality of a schedule. Makespan
is important for effective utilization of resources. Makespan is defined as the com-
pletion time of the last job to leave the system. TFT is defined as the total time
spent by the jobs in the production system. Total flow time is one of the most im-
portant performance measures. TFT can help to effective utilization of resources,
rapid turn-around of jobs, and minimization of work-in-process inventory costs [3].
A little improvement for makespan or TFT can save much processing time and
enhance production efficiency. Just because of this, PFSP has been studied in
optimization theoretic research and engineering application field [10,20,25].

Studies have shown that the PFSP including more than three machines be-
longs to the NP-hard problems and is difficult to solve. PFSP with the objective
of minimizing makespan has been proven to be a NP-complete problem [1, 7, 17].
PFSP with the objective of minimizing total flow time has been proven to be a
NP-complete problem [4]. Lots of different algorithms have been proposed to solve
the PFSP. The specific algorithms are sensible to the number of machines [22].
So, lots of heuristic algorithms for PFSPs are proposed [4, 5, 10, 11]. Among these
existing heuristics, the Nawaz-Enscore-Ham (NEH) algorithm [10] is a well-known
constructive method. The NEH algorithm was claimed to be good for minimizing
the makespan, but not good for minimizing the total flow time. However, meta-
heuristic algorithms can obtain effective results. In recent decade, an increasing
number of research papers focusing on meta-heuristics for PFSP have been pub-
lished [12, 20, 23, 25]. For example, particle swarm optimization (PSO) algorithm
was inspired by the swarm behavior of birds and fish [6]. Tasgetiren employed
PSO to solve PFSP [20]. In the literature, a very efficient local search, called vari-
able neighborhood search (VNS), was embedded in the PSO algorithm to solve the
well known benchmark suites. Artificial bee colony (ABC) algorithm is a popular
swarm intelligence based algorithm by modeling foraging behaviors of honeybee
colony. In order to find the permutation that gives the smallest total flow time, a
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discrete artificial bee colony algorithm hybridized with a variant of iterated greedy
algorithms is proposed [23]. Teaching learning based optimization (TLBO) pro-
posed by Rao [14, 15] is a new optimization method simulating a classical school
learning process. Tasgetiren combined a variable neighborhood search method for
fast solution improvement and TLBO for solution evolution and proposed a hy-
brid TLBO algorithm (HTLBO) [25]. Qi in [13] introduced an Artificial Butterfly
Optimization (ABO) algorithm to optimize continuous functions. Numerical com-
parisons demonstrated that the ABO algorithm is able to provide very promising
and competitive results on most benchmark functions. As there is no detailed work
that describes the use of the ABO algorithm to deal with the PFSP, we present a
novel discrete ABO (DABO) algorithm for solving the PFSP in this paper.

The remainder of the article is organized as follows. Section 2 introduces the
original ABO algorithm. Section 3 proposes a novel discrete artificial butterfly op-
timization algorithm, gives the pseudo code and the details of the new algorithm.
Section 4 gives experiment details of the new algorithm on three well-known test
suites and discusses the computational results over the test suites. A real applica-
tion is also presented in Section 4. Finally, section 5 gives the conclusions.

2. Original artificial butterfly algorithm

Artificial Butterfly Optimization (ABO) algorithm is one of recently developed
meta-heuristic algorithms developed by Qi [13]. The ABO algorithm is based on the
mate-finding strategy of some butterfly species. It classifies the artificial butterflies
into two groups. Two groups of artificial butterflies including sunspot group and
canopy group are employed for simulating the flight strategies. The sunspot group
has better fitness and the canopy group has worse fitness. The purpose of all the
artificial butterflies is to find better locations.

There are three flight modes including sunspot flight mode, canopy flight mode
and free flight mode. The sunspot group employs sunspot flight mode. The canopy
group employs canopy flight mode and free flight mode. These three modes can be
given different flight strategies. That is to say, if the flight strategies of artificial
butterflies are redefined, ABO represents a new algorithm. The pseudo code of the
ABO algorithm is given in Algorithm 1.

3. Discrete artificial butterfly algorithm

In order to solve PFSP problems, we redefine the flight strategies of artificial but-
terflies and a discrete artificial butterfly algorithm (DABO) is proposed.

A. Solution representation Firstly, the solution representation is given. The so-
lution is represented by a permutation of jobs π = (π1, π2, . . . , πn). For exam-
ple, the solution [6, 5, 3, 2, 4, 1] for PFSP with six jobs means the processing
sequence 6, 5, 3, 2, 4, 1. This solution representation is simple.

B. Population initialization The initial solutions are constructed according to the
smallest position value (SPV) rule [4]. X = (X1, X2, . . . , Xn) corresponds to
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Algorithm 1 Pseudo code of the ABO algorithm.

Step 1: Initialization phase
Initialize the locations of butterfly population
Evaluate the fitness of every butterfly
Step 2: Division phase
Sort all butterflies by their fitness
Select some butterflies with better fitness to form sunspot group, the rest form
canopy group
Step 3: Sunspot group phase
for For each butterfly in sunspot group do

Fly to one new location according to sunspot flight mode
Evaluate the fitness of the new sunspot
Apply greedy selection on the original location and the new one

end for
Step 4: Canopy group phase
for For each butterfly in canopy group do

Fly to one randomly selected sunspot butterfly according to canopy flight
mode
Evaluate the fitness
if better fitness then

Apply greedy selection on the original location and the new one
else

Fly to new location according to free flight mode
end if

end for
Step 5: If meet termination condition, stop the procedure; otherwise, go to
step 2
Step 6: Post processing phase

a n-dimensional real-valued vector. X is produced randomly according to the
following formula:

Xi = Xmin + (Xmax −Xmin) ∗ rand, i = 1, 2, . . . , n, (7)

where Xmin = −1, Xmax = 1, rand is a uniform random number between 0
and 1.

π = (π1, π2, . . . , πn) corresponds to a permutation of n jobs. SPV represents a
direct relationship between X and π. Tab. I gives an example of converting X

Dimension,j 1 2 3 4 5 6

X 0.28 −0.92 0.98 −0.52 0.69 −0.99
π 6 2 4 1 5 3

Tab. I SPV based solution representation of individual.
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to π. According to the SPV rule, the smallest position value is X6 = −0.99, so
the dimension j = 6 is assigned to be the first job π1 = 6 in the permutation
π. The second smallest position value is X2 = −0.92, so the dimension j = 2
is assigned to be the second job π2 = 2 in the permutation π, and so on.

C. Sunspot flight mode

According to the original ABO algorithm, the sunspot butterflies have better
fitness and the sunspot butterflies are responsible for exploiting the better
region. According to this, we propose some strategies to enhance the local
search ability of sunspot butterflies. First, each sunspot butterfly generates a
new solution using a crossover operator. Fig. 1 gives an example of crossover
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 Fig. 1 crossover operator. 

D. canopy flight mode 

According to the original ABO algorithm, the canopy butterflies have worse fitness 
and the canopy butterflies are responsible for exploring new regions. The canopy 
butterflies gain experience from the sunspot butterflies. This process also uses the 
method as shown in Fig. 1. 

E. free flight mode 

A mutation operator is employed. Randomly select two different jobs from a 
solution and swap them. Fig. 2 illustrates the mutation process. 

Fig. 1 Crossover operator.

learning. Sunspot butterfly a flies to a new position b towards a neighbor
sunspot butterfly c. Second, two discrete algorithms including inserting al-
gorithm [23] and local search algorithm [25] are applied to the new solution.
Algorithm 2 gives the pseudo code of inserting algorithm. Algorithm 3 gives

Algorithm 2 Pseudo code of inserting algorithm.

Input an initial solution π0
Set i = 1 do
j = i+ 1 do
π1 = π0
Insert the job in the position i to the position j in π1
if (fitness(π1) > fitness(π0)) then
π0 = π1
i = 1
j = i+ 1

else
j = j + 1

end if
while (j < n) do
i = i+ 1

end while
while (i < n) do

return π0
end while
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Algorithm 3 Pseudo code of local search algorithm.

input an initial solution π0
Set initial parameters: T0, Tf , Cr,Kmax, k = 0
π1 = π0
while (k < Kmax) do

while (T0 > Tf ) do
Produce a new solution π2 from the neighborhood of π1
if (fitness(π2) > fitness(π1)) then
π1 = π2

end if
T0 = Cr × T0

end while
if (fitness(π1) > fitness(π0)) then
π0 = π1

else
k = k + 1

end if
end while
return π0

the pseudo code of the local search algorithm. It is worth noting that the
simulating annealing method (SA) [9, 21] is employed in the local search al-
gorithm. SA has several parameters: the initial temperature T0, the final
temperature Tf and the cooling rate Cr. Readers can refer to the literature
we have mentioned for the details of the algorithm.

In the original ABO algorithm, a sunspot butterfly flies to a new position
towards a neighbor sunspot butterfly. For PFSP, a sunspot butterfly employs
a crossover operator to generate a new solution. The crossing process is as
follows:

Step 1: Randomly select two different jobs from the neighbor solution (Sunspot
butterfly)

Step 2: Copy jobs between the two jobs to the new solution

Step 3: Copy the rest of the original solution to the rest position of the new
solution according to the order in the original solution

D. Canopy flight mode

According to the original ABO algorithm, the canopy butterflies have worse
fitness and the canopy butterflies are responsible for exploring new regions.
The canopy butterflies gain experience from the sunspot butterflies. This
process also uses the method as shown in Fig. 1.

E. Free flight mode

A mutation operator is employed. Randomly select two different jobs from a
solution and swap them. Fig. 2 illustrates the mutation process.
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Algorithm 4 gives the pseudo code of the DABO algorithm. The flowchart of the 
DABO algorithm is shown in Fig. 3. The proposed algorithm is composed of five 
phases: initialization phase, division phase, sunspot group phase, canopy group phase 
and post processing phase. The initialization phase initializes each solution of the 
population and evaluates the fitness of each solution. In the division phase, the 
population is divided into two subpopulations according to the fitness of the solution. 

Fig. 2 Mutation operator.

Algorithm 4 gives the pseudo code of the DABO algorithm. The flowchart
of the DABO algorithm is shown in Fig. 3. The proposed algorithm is com-
posed of five phases: initialization phase, division phase, sunspot group phase,
canopy group phase and post processing phase. The initialization phase ini-
tializes each solution of the population and evaluates the fitness of each solu-

Algorithm 4 Pseudo code of the DABO algorithm.

Step 1: Initialization phase
Initialize the butterfly population using SPV rule
Evaluate the fitness of every butterfly
Step 2: Division phase
Sort all butterflies by their fitness
Select some butterflies with better fitness to form sunspot group, the rest form
canopy group
Step 3: Sunspot group phase
for butterfly in sunspot group do

Generate a new solution using crossover operator
Compute the fitness of the solution
Apply greedy selection on the original solution and the new one
Generate a new solution using inserting algorithm
Generate a new solution using local search algorithm

end for
Step 4: Canopy group phase
for each butterfly in canopy group do

Generate a new solution using crossover operator
Compute the fitness of the solution
if (better) then

Apply greedy selection on the original solution and the new one
else

Generate a new solution using mutation operator
end if

end for
Step 5: If meet termination condition, stop the procedure; otherwise, go to
step 2
Step 6: Post processing phase
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 Fig. 3 Flowchart of the DABO Algorithm. 
Fig. 3 Flowchart of the DABO Algorithm.
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tion. In the division phase, the population is divided into two subpopulations
according to the fitness of the solution. The subpopulation with better fitness
form sunspot group, while the rest form canopy group. The sunspot group
is responsible for the exploitation of solutions while the canopy group is re-
sponsible for the exploration of solutions. Exploitation and exploration are
two important aspects of meta-heuristic algorithms. There is a the balance
between the right amount of exploration and the right degree of exploitation.

Exploitation nature of the sunspot group phase is its distinguished feature.
Because the sunspot group is composed of individuals with good fitness, this
phase can concentrate on the local regions or neighborhood of these individ-
uals. So, the solution is generated by a variety of search strategies (crossover,
inserting and local search). These search strategies start from a promising
solution respectively and progressively improve it by applying a series of local
modifications.

In the canopy group phase, sunspot butterflies provide information sharing
for canopy butterflies, in which canopy butterflies can be optimized. Mean-
while, a mutation operator is introduced to enhance the diversity of solutions.
By using mutation operator, the canopy butterfly which is not improved con-
structs a solution to the problem. Mutation operator makes this stage have
the characteristics of exploration.

With the iteration, the division phase, the sunspot group phase and the
canopy group phase are repeated. The use of combination of these three
phases leads to high quality solutions.

4. Validation and Comparison

4.1 Benchmark Problems

To test the performance of the DABO algorithm, computational simulation is car-
ried out with 69 well-known benchmark problems of PFSPs. The benchmark suites
include Car benchmark suite [2], Reeves benchmark suite [16] and Taillard bench-
mark suite [19]. The Car benchmark suite includes 8 problems which are denoted
by car1, car2, till car8. The Reeves benchmark suite includes 21 problems which are
denoted by rec1, rec3, rec5 through rec41. The Taillard benchmark suite includes
40 problems which are denoted by ta001, ta002, till ta040. Reeves instances and
Taillard instances are widely adopted by other researchers to test their algorithms
for solving middle-sized and large-sized problems in many works [24,26].

Reeves benchmark suite includes 7 groups which are denoted by 20 × 5, 20 ×
10, 20 × 15, 30 × 10, 30 × 15, 50 × 10 and 75 × 20. Each Reeves group includes 3
instances. Taillard benchmark suite include 4 groups which are denoted by 20 ×
5, 20× 10, 20× 20 and 50× 5. Each Taillard group includes 10 instances.

In order to compare the merits of the proposed algorithm with the other algo-
rithms, some parameters are chosen as the reference standard, as shown as follows.

Best Relative Deviation (BRD):

BRD =
min(Cmax − C∗)

C∗ × 100 %, (8)
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Average Relative Deviation (ARD):

ARD =
avg(Cmax − C∗)

C∗ × 100 %, (9)

Worst Relative Deviation (WRD):

WRD =
max(Cmax − C∗)

C∗ × 100 %, (10)

Best Average Relative Percentage Deviation (BARPD):

BARPD =

(
k∑

i=1

min (Cmax)− C∗

C∗

)
/k, (11)

Average Average Relative Percentage Deviation (AARPD):

AARPD =

(
k∑

i=1

avg (Cmax)− C∗

C∗

)
/k. (12)

In Eq. (8), Eq. (9), Eq. (10), Eq. (11) and Eq. (12), C∗ denotes the best known
makespan for the instance and Cmax denotes the makespan of a solution generated
by a given algorithm. It is worth noting that C∗ is replaced with TFT ∗ and Cmax is
replaced with TFT when the objective is to compute the total flow time. k denotes
the number of instances in different groups in a test set. The lower BARPD is,
the higher performance is. The lower AARPD is, the higher performance is.

4.2 Experiment Sets

The population size is 10×m. The termination condition is 0.1× n×m seconds.
In order to do meaningful statistical analysis, each algorithm runs for 10 times
and takes the mean value and the best value as the final result. PSOvns [20],
HTLBO [25] and NEH [10] were employed for comparison. The control parameters
for the comparison algorithms were set according to the original literatures. For
DABO, T0 = 1000, Tf = 1, Cr = 0.9.

In this paper, all algorithms were implemented in Java using computer with Intel
Core i5-2450M CPU, 2.5 GHz processor and 2 GB RAM. The operating system of
the computer is Windows 7.

4.3 Experiment Results and Analysis

1) Results for the Car instances with makespan criterion

Both the DABO algorithm and the HTLBO algorithm generate 8 best BRD
values. The PSOvns algorithm generates 7 best BRD values. The DABO
algorithm generates 8 best ARD values. The HTLBO algorithm generates 6
best ARD values.

Fig. 4 gives the line chart of BARPD with different algorithms on Car in-
stances with makespan criterion. Fig. 5 gives the line chart of AARPD with
different algorithms on Car instances with makespan criterion. It is clear
from Figs. 4 and 5 that the DABO is the winner.
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Fig. 4 Line chart of BARPD with different algorithms on Car instances. Here,
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Fig. 5 Line chart of AARPD with different algorithms on Car instances. Here, 1–
8 correspond to 11×5, 13×4, 12×5, 14×4, 10×6, 8×9, 7×7 and 8×8, respectively.

2) Results for the Reeves instances with makespan criterion

The DABO algorithm generates 20 best BRD values. The HTLBO algorithm
generates 8 best BRD values. The DABO algorithm generates 19 best ARD
values. The HTLBO algorithm generates 3 best ARD values.
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Fig. 6 gives the line chart of BARPD with different algorithms on Reeves
instances with makespan criterion. Fig. 7 gives the line chart of AARPD
with different algorithms on Reeves instances with makespan criterion. It is
clear from Figs. 6 and 7 that the DABO is the winner.
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3) Results for the Taillard instances with makespan criterion

The DABO algorithm generates 34 best BRD values. The HTLBO algorithm
generates 17 best BRD values. The DABO algorithm generates 36 best ARD
values. The HTLBO algorithm generates 5 best ARD values.

Fig. 8 gives the line chart of BARPD with different algorithms on Taillard
instances with makespan criterion. Fig. 9 gives the line chart of AARPD
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with different algorithms on Taillard instances with makespan criterion. It is
clear from Figs. 8 and 9 that the DABO is the winner.

4) Results for the Taillard instances with TFT criterion

The DABO algorithm generates 33 best BRD values. The HTLBO algorithm
generates 14 best BRD values. The DABO algorithm generates 39 best ARD
values. The HTLBO algorithm generates 1 best ARD values.

Fig. 10 gives the line chart of BARPD with different algorithms on Taillard
instances with TFT criterion. Fig. 11 gives the line chart of AARPD with
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different algorithms on Taillard instances with TFT criterion. It is clear from
Figs. 10 and 11 that the DABO is the winner.

4.3.1 Engineering optimization example

The aluminum extrusion products are widely applied in transportation industry
and civil construction industry recently because they have the advantages of light
weight, high strength and attractive appearance. The optimization of extrusion
production line can bring good economic benefits. During a production period, a
variety of extrusion products passes through extruding machine, drawing machine,
sawing machine, shaping machine, finished product saw and packing machine in
turn. Tab. II gives the processing time of 10 kinds of extrusion products. According
to the results of the computational evaluation given by Ruiz and Maroto [18], the
NEH algorithm has been proved one of the most successful constructive heuristics
which can obtain comparable results against some modern constructive methods.
In this section, the NEH algorithm is employed as comparison.

Batch Flag
Extruding Drawing Sawing Shaping Finished Packing
machine machine machine machine product saw machine

PC15061902-1 1 174 121 183 102 190 150
PC15061903-1 2 120 176 174 199 160 115
PC15061904-1 3 167 148 160 166 138 130
PC15061905-1 4 97 76 64 110 181 173
PC15061906-1 5 87 86 80 90 83 75
PC15061907-1 6 80 42 99 70 90 93
PC15061908-1 7 69 72 54 80 90 160
PC15061909-1 8 69 120 24 96 89 62
PC15061910-1 9 50 88 46 63 76 150
PC15061911-1 10 95 61 53 82 74 97

Tab. II The processing time for 10 kinds of extrusion products.

Fig. 12 shows the optimal job sequence with makespan criterion obtained by
DABO over 10 independent runs. The job sequence is 4, 9, 6, 1, 7, 2, 10, 3, 8, 5. The
makespan of the job sequence is 1796. Fig. 13 shows the optimal job sequence with
makespan criterion obtained by NEH over 10 independent runs. The job sequence
is 9, 6, 7, 1, 4, 2, 10, 3, 5, 8. The makespan of the job sequence is 1802.

Fig. 14 shows the optimal job sequence with TFT criterion obtained by DABO
over 10 independent runs. The job sequence is 9, 8, 10, 6, 5, 7, 4, 1, 3, 2. The TFT of
the job sequence is 10299. Fig. 15 shows the optimal job sequence with TFT crite-
rion obtained by NEH over 10 independent runs. The job sequence is 9, 6, 8, 10, 7, 5,
4, 1, 3, 2. The TFT of the job sequence is 10366.
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5. Conclusion

This paper proposes a new Discrete Artificial Butterfly Optimization (DABO) algo-
rithm to address the Permutation Flow-Shop Scheduling Problem (PFSP) with the
minimization of makespan and total flow time. In order to solve PFSPs, the flight
strategies of artificial butterflies are redefined. The sunspot butterflies employed
three strategies based on crossover, inserting and local searching. The canopy
butterflies employed two strategies based on crossover and mutation.

Exploitation and exploration are two important aspects of meta-heuristic al-
gorithms. There is a the balance between the right amount of exploration and
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the right degree of exploitation. Firstly, with the iteration, the DABO algorithm
has the structure of dynamically dividing two subpopulations. Moreover, the two
subpopulations are divided according to individual fitnesses. Secondly, the pro-
posed algorithm let the high fitness subpopulation concentrate on the exploitation
of solutions and the low fitness subpopulation concentrate on the exploration of
solutions. In the sunspot group phase, the crossover procedure produces better
solutions between solutions with better fitness. The inserting procedure is an en-
hanced search for the high-quality solutions found previously. The local searching
is reintensification of search around previously encountered high-quality solutions.
In the canopy group phase, each individual achieves diversification of search by
crossing with randomly selected high fitness individuals and mutation operation.
With these strategies, DABO produce better solutions under the same evaluation
times.

For makespan criterion, the DABO algorithm has been tested against the other
3 algorithms based on Car suite, Reeves suite and Taillard suite. For total flow time
criterion, the DABO algorithm has been tested against the other 3 algorithms based
on Taillard suite. All experimental results show the effectiveness of the DABO
algorithm. Then DABO is employed to solve a practical engineering problem.
The proposed algorithm can be applied to independent scheduling software or job
scheduling module of manufacturing execution system (MES) software. The actual
application environment is more complex than the model in this paper, but as far
as the algorithm itself is concerned, it does not need to be modified much when the
algorithm is applied to the optimization problem. For the PFSP, we should find
out the processing time of different jobs on different machines, which can be used
to calculate the objective function. It should be noted that using the knowledge of
experienced personnel can improve the quality of the initial solutions.

Future research efforts will be focused on finding new flight strategies to build
more effective algorithms for multi-objective flow shop scheduling problems and
applying the proposed algorithm to solve practical engineering problems.
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