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Abstract: Many women around the world die due to breast cancer. If breast
cancer is treated in the early phase, mortality rates may significantly be reduced.
Quite a number of approaches have been proposed to help in the early detection
of breast cancer. A novel hybrid feature selection model is suggested in this study.
This novel hybrid model aims to build an efficient feature selection method and
successfully classify breast lesions. A combination of relief and binary Harris hawk
optimization (BHHO) hybrid model is used for feature selection. Then, k-nearest
neighbor (k-NN), support vector machine (SVM), logistic regression (LR) and naive
Bayes (NB) methods are preferred for the classification task. The suggested hybrid
model is tested by three different breast cancer datasets which are Wisconsin diag-
nostic breast cancer dataset (WDBC), Wisconsin breast cancer dataset (WBCD)
and mammographic breast cancer dataset (MBCD). According to the experimental
results, the relief and BHHO hybrid model improves the performance of all classifi-
cation algorithms in all three datasets. For WDBC, relief-BHO-SVM model shows
the highest classification rates with an of accuracy of 98.77%, precision of 97.17%,
recall of 99.52%, F1-score of 98.33%, specificity of 99.72% and balanced accuracy
of 99.62%. For WBCD, relief-BHO-SVM model achieves of accuracy of 99.28%,
precision of 98.76%, recall of 99.17%, F1-score of 98.96%, specificity of 99.56%
and balanced accuracy of 99.36%. Relief-BHO-SVM model performs the best with
an accuracy of 97.44%, precision of 97.41%, recall of 98.26%, F1-score of 97.84%,
specificity of 97.47% and balanced accuracy of 97.86% for MBCD. Furthermore, the
relief-BHO-SVM model has achieved better results than other known approaches.
Compared with recent studies on breast cancer classification, the suggested hybrid
method has achieved quite good results.
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1. Introduction

Breast cancer (BC) is affecting a lot of women around the world. According to
the global statistics, BC affected approximately two million women and caused
more than half a million deaths in 2020 [1, 2]. Early diagnosis of BC is crucial to
minimize the mortality rate. The use of machine learning (ML) algorithms can
help to detect BC at early stage [3–7]. When diagnosing breast cancer using a ML
algorithm, the high dimensional dataset needs to be analyzed and processed. High
dimensional dataset may cause overfitting, increase the training time and affect
the performance of ML algorithm. Therefore, it is extremely beneficial to use
feature selection approaches to increase the classification rates of ML algorithms.
Feature election (FS) approaches are used to reduce the number of input variables
by eliminating irrelevant features and narrowing the feature set to those the most
relevant to the ML algorithms. FS approaches help build simpler models, make
the training process faster and increase the performance of ML algorithms. Thus,
prior to classification, FS are used to reduce the size of the feature space and select
the most discriminating features [8].

In this study, a novel hybrid FS model is suggested for the diagnosis of BC. The
main goal of the suggested hybrid model is to find the most discriminating features.
The features determined by the hybrid FS model are used for the classification
process of breast masses. Four ML (LR, NB, SVM and k-NN) algorithms are
used for classification process, respectively. The effect of presented the hybrid FS
model on the classification performance of ML algorithms is also investigated. The
summary of this study and its contribution to science is given below:

1. No one has before used a hybrid method based on relief and binary Harris
hawk optimization for FS and BC prediction. Therefore, this hybrid FS
method can be used for future studies on BC.

2. Four different ML algorithms (SVM, k-NN, NB, and LR) are used. Among
four different algorithms, the most optimal ML approach is suggested for the
classification of BC.

3. The aforementioned hybrid FS method and ML algorithms are tested on two
different BC data sets, which are frequently used in the literature. The sug-
gested hybrid model is also tested a new BC dataset which was confirmed by
the Ankara Training and Research Hospital institutional Ethics Committee
(319/E-20).

The study is organized as follows: Section 2 summarizes the literature survey on
the subject. The methodology of the study is given in Section 3. The search results
are shown in Section 4 and Section 5 summarizes the conclusion and future works
of the study.

2. Literature survey

Many FS algorithms have been used for the prediction of BC in recent years. Gen-
erally, FS algorithms can be examined in two main groups which are filter and
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wrapper approaches. Filter approaches use statistical functions to choose and rank
the feature subsets. Due to simplicity and efficiency, chi-square (CS), relief, mu-
tual information (MI), maximum relevance minimum redundancy (MRMR) and
correlation-based techniques are some of the most used filter FS approaches in
the literature [8, 9]. Unlike filter-based approaches, the FS process is based on a
specific learning algorithm in wrapper approaches. Nature-inspired metaheuristics
(NIM) have been used over the last two decades for wrapper approaches due to
their suitability for global search and their ability to escape from the local optima
subset. Genetic algorithm (GA), particle swarm optimization (PSO) and grey wolf
optimizer (GWO) are some popular ones used as NIM algorithms for BC predic-
tion [10, 11] Sakri et al. [12] used PSO with three different ML models for the
prediction of BC. NB showed the best accuracy of 81.3%. Chauhan et al. [13] used
GA with an ensemble method for the diagnosis of BC. Their methods achieved
99.14% of accuracy. Kumar et al. [14] used GWO with SVM for the diagnosis
of BC. The suggested model of their study achieved 98.24% of accuracy. Har-
ris hawk optimization (HHO) is a new type of NIM used in FS. When compared
to other NIM models, HHO shows superior performance for several benchmark
datasets [15,16]. Jiang et al. [17] used HHO and extreme learning machine (ELM)
on Wisconsin breast cancer dataset. The model achieved 98.76% of accuracy. Al-
shayeji et al. [18] used artificial neural network (ANN) algorithm for BC prediction.
The experiments were tested on Wisconsin breast cancer dataset (WBCD) and the
Wisconsin diagnostic breast cancer (WDBC) dataset. ANN showed 99.85% of ac-
curacy for WBCD and 99.47% of accuracy for WDBC.

In recent years, several researchers have used hybrid feature selection approaches
to exploit the advantages and disadvantages of both approaches, such as filter
and wrapper, trying to find a good compromise between efficiency and effective-
ness [19–26] The filter approach is mostly used as preprocessing step to decrease
the sizes of features and then wrapper FS is utilized to select the optimal feature
subset. Some of the hybrid models used in breast cancer prediction are summarized
below.

Sangiah et al. [20] presented a hybrid model for BC prediction. The hybrid
model incorporates relief and entropy-based GA. SVM outperformed with 85.89%
of accuracy. Loey et al. [21] presented a hybrid model using information gain and
GWO for BC and colon cancer prediction. The model achieved 94.87% of accuracy
for BC and 95.935% for colon cancer. Alomari et al [22] suggested a hybrid FS
method using MIR and flower pollination algorithm (FPA) for cancer classification.
The model achieved 85.88% of accuracy. Mufassirin et al. [23] suggested a hybrid FS
approach using IG and wrapper subset evaluator on five different cancer datasets.
The best performer accuracy was 89.69%. Alzubaidi et al. [24] suggested a hybrid
FS technique using GA and MI on WBCD. SVM algorithm showed 0.9702 of the
area under the curve (AUC). Noori et al. [25] proposed a hybrid FS model using
MI and BGWO for cancer classification. NB showed 88.39% of accuracy. Jain et
al. [26] utilized a hybrid FS model using ReliefF and principal component analysis
(PCA) for diagnosis of diabetes and BC. The model achieved 82.16 % of accuracy
for diabetes and 81.73% of accuracy for BC.
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3. Methodology

The suggested architecture is presented in Fig. 1. The model starts with the
acquisition of breast cancer datasets. Secondly, features are determined. Then,
data-preprocessing process is used to fix the errors and improve the quality of the
feature dataset. After that, using the hybrid FS model, the most discriminat-
ing feature are determined. The hybrid feature selection method consists of two
stages. Using relief approach is used to select the top-ranking features. In the
second step, BHHO is used to find the optimal feature subset from the filtered
sorted data. Finally, using machine learning models, the malign and benign lesions
are classified. Codes related to the proposed model have been uploaded to github
https://github.com/turkfuat/erkanoptcodes.

 

Fig. 1 Suggested framework for breast cancer classification 

 

Fig. 1 Suggested framework for breast cancer classification.

3.1 The descriptions of breast cancer datasets

Three different breast cancer datasets are used in this study. The first dataset
is the Wisconsin diagnostic breast cancer dataset (WDBC) which consists of 569
instances with 31 features. The first feature represents the patient ID number
and the remaining feature are 30 input features. The features are extracted from
images of cell nuclei. Each instance is labeled as benign and malign. There are
357 benign and 212 malign instances. The second dataset is the Wisconsin breast
cancer dataset (WBCD) which consists of 699 instances with 10 features. The
first feature represents the patient ID number again. 241 cases are malignant and
458 cases are benign [26–28]. A clinical dataset containing mammography images
of a total of 101 patients is used as the third dataset (40 patients are benign,
61 patients are malign). The patients were confirmed with benign and malign
breast lesions by hispathologic examinations or the ones who were confirmed with
benign lesions as a result of two years radiological periodic follow-up. All patients
who underwent digital mammography between April 2015 and April 2020 were
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reached through the picture archiving and communication system (PACS). Using
IMS Giotto digital mammography (Bologna-Italy), all patients underwent. This
retrospective study was approved by local institutional review board and informed
consent was waived due to the retrospective nature of the study.

3.2 Data pre-processing

Data normalization is a preprocessing technique that aims to identify numeric
values in the datasets within certain range. Z-score normalization technique is
used in this study. The data are standardized by calculating the new value for
each attribute according to the distance from the mean value and the standard
deviation in the attribute values [29].

3.3 Features of breast cancer datasets

Full knowledge of defined attributes related to WDBC and WBCD can be referred
to [18,30]. However, the mammogram images dataset has not defined any features
and feature extraction which is needed. Before the feature extraction, the breast
lesions need to be identified. Therefore, a segmentation process has been applied
to all images to determine the region of interest (ROI). The process of extraction
of ROI is shown in Fig. 2. First, the mammogram images are retrieved (Fig. 2(a)).
Then, two radiologists manually defined the boundaries of the ROIs with a green
contour using RadiAnt DICOM Viewer software (Fig. 2(b)). Disagreements be-
tween the expert radiologists were resolved by consensus. As a result, a total ROI
of 195 were determined (116 images are malign, 79 images are benign). Subse-
quently, using gray level thresholding and morphological operations techniques,
each of ROI were segmented on “MATLAB 2020a” program (Fig. 2(c)).

 

Fig. 2 a) Original mammogram image, b) Marking of ROI with green contours, 

          c) Extracted ROI. 
 

Fig. 2 a) Original mammogram image, b) Marking of ROI with green contours, c)
Extracted ROI.

A total of 127 features are calculated for each ROI, including 16 shape-related,
15 histogram-based, 52 gray level co-occurance matrix and 44 gray level run matrix,
respectively [31–33].
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3.4 The proposed hybrid feature selection approach

The suggested hybrid FS model is depended on relief and BHHO algorithm. Fig. 3
illustrates the hybrid FS model process consisting of two stages. The first-stage
model uses relief ranking for data size reduction by assessing of weights of each
feature that distinguishes different categories. The main idea of this model is to
calculate the importance of each feature according to each class. The “relieff”
function in the MATLAB program can calculate the importance of each feature by
ranking the features according to their weights. Higher weights illustrate higher
discrimination of this feature from the other categories. This means that the fea-
ture with high weight can be used to calculate classification results effectively. A
threshold value is applied to select distinctive features after all weights have been
calculated. Here we selected 0 as a threshold value. If the weights of the features are
higher than 0, the feature is selected, otherwise, it is ignored. Using filter-based FS
model, the number of features can be significantly diminished. A wrapper-based
FS model is used to further reduce the number of features in the second stage.
The most distinctive features are determined using the BHHO FS method. The
BHHO method is wrapper-based FS method that mimics the cooperative behavior
and chase style of Harris hawks called surprise attack. The maximum number of
iterations and the fitness function at a certain value were determined as the stop-
ping criterion of the model. When the maximum number of iterations and the
fitness function with a certain value are reached, the most selective features are
determined. Finally, using the ML algorithm, the breast lesion are classified.

 

Fig. 3 The proposed hybrid feature selection 

 

Fig. 3 The proposed hybrid feature selection.

3.4.1 Relief

Relief is an effective filter FS algorithm method that was first introduced by Komo-
nenko. This method weighs features according to the relationship between them.
The most important features get high weights while the remaining features get
small weights. All features are ranked according to this measure [34,35].
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3.4.2 Harris hawk’s optimization

In nature, Harris hawks aim to catch their prey by following different strategies.
Harris hawk optimization (HHO) is NIM based approach that mimics this hunting
strategy of hawks. The algorithm is presented by Heidari et al. [15, 16] in 2019.
There are two main phases in these algorithms which are exploration and exploita-
tion. The mathematics process used in the exploration phase is given in Eq. (1)
and Eq. (2). Xm refers to the average values of population, ub and lb refer to the
lower and upper limits, r1, r2, r3, and r4 refer to the random values, Xprey refers
to the current position of the target, t refers to the current position in Eq. (1) and
Eq. (2), respectively.

X (t+ 1) =

{
Xrand (t)− r1 |Xrand (t)− 2r2X (t)| if p ≥ 0.5
Xprey(t)−Xm(t)− r3(lb+ r4 (ub− lb)) if p < 0.5

(1)

Xm =
1

N

N∑
i=1

Xi (t) (2)

After exploitation phases, exploitation phases is starting. The energy rate of prey
is calculated which is shown in Eq. (3). E0 is the initial value of prey defined in
the range [−1, 1]. T shows the number of maximum step and t is the current step.

E = 2E0

(
1− t

T

)
(3)

E0 = (2r − 1) (4)

The hawks start the exploitation process with many different attack methods.
Firstly, a random number (r) is assigned between [0, 1]. According to this r value
and E energy, different strategies are exploited. The exploitation phases consist
four different stages which are soft besiege, hard besiege, soft besiege with progres-
sive rapid dives (SBPRD) and hard besiege with progressive rapid dives (HBPRD).
The process of soft besiege is shown in Eq. (5) and Eq. (6). ∆X(t) represents the
different between the position of the prey and the present hawk. J is the random
jump and it takes value between [0, 2]. The calculation of J is shown in Eq. (7).

x (t+ 1) = ∆x (t)− E|JXprey −Xi (t) | (5)

∆Xi (t) = Xprey −Xi (t) (6)

J = 2 (1− r) (7)

The mathematical modeling of hard besiege is shown in Eq. (8).

Xi (t) = Xprey − E |∆Xi (t)| (8)

If E ≥ 0.5 and r < 0.5, the hawks perform SBPRD. The mathematical model is
shown in Eq. (9). S refers to a random vector and Levy shows the Levy flight
function and f is the fitness value for the given optimized problem.

X (t+ 1) =

{
Y = Xprey − E |JXprey −Xi (t)| if f (Y ) < f (Xi (t))
Z = Y + S × Levy (d) if f (Z) < f (Xi (t))

(9)
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If E < 0.5 and r < 0.5, the Harris hawks use the HBPRD. The mathematical
model is shown in Eq. (10).

X (t+ 1) =

{
Y = Xprey − E |JXprey −Xm (t)| if f (Y ) < f (Xi (t))
Z = Y + S × Levy (d) if f (Z) < f (Xi (t))

(10)

The algorithm of HHO selects the most discriminating feature set by eliminating
unnecessary attributes. This task is performed by using the fitness function which
measures the quality of the search agent. The search agent quality is assessed by
its ability to get the highest accuracy results [36]. The fitness function is defined
Eq. (11).

fitness = α error + (1− α)
|S|
|F |

(11)

Error denotes the error rate (ER) which is calculated by a learning algorithm,
|S| denotes the length of the feature matrix, |F | denotes the total number of fea-
tures and α refers parameter which is utilized to control the effects of the learning
algorithm and feature size. The first term of the Eq. (11) represents the classifi-
cation performance and the second term represents the feature reduction. K-NN
algorithm is utilized to calculate the ER. K-NN algorithm is selected due to its
simplicity and ease of implementation. In order to calculate the ER in the fitness
function, a 10-fold cross-validation is used. In the final FS step, the global best
solution (best feature subset) consisting of optimal features is generated. The fea-
ture subset is then fed into the k-NN in the next step [37]. Also, the population
size is selected 10, the maximum iterations are selected 10, 50, 100, respectively
and α = 0.99, lb = 0, and ub = 1 are selected.

3.4.3 Binary Harris hawk optimization

HHO originally was used for continuous processes. Therefore, HHO should be
converted into a binary version for FS. The sigmoid function (SF) is used to create
the binary version (Eq. (12)). For converting to the binary version, continuous-
valued x(t) input is given to the sigmoid function. A transfer function refers to the
opportunity of changing a position vector’ element from 0 to 1. A new position is
then computed for each agent in the binary search space in Eq. (13).

T
(
xj
i (t)

)
=

1

1 + exp
(
−xj

i (t)
) (12)

xj
i (t) =

 1 if r < T
(
xj
i (t)

)
0 r ≥ T

(
xj
i (t)

) (13)

where T (x) denotes the SF, r denotes a random value in [0, 1], X denotes the
location of the hawk, i denotes the order of the hawk, j denotes the dimension,
and t denotes the present iteration [37].
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3.5 Classification

Four different machine learning methods, SVM, LR, k-NN, and NB were applied to
classify malign and benign lesions. LR aims to build a linear model which defines
the relationship between dependent and independent variables [38]. SVM aims to
determine the hyperplane that will allow the separation between two classes to be
optimal [39]. K-NN aims to classify a new sample according to the similarity be-
tween the sample s in the training set [40]. NB algorithm uses a series of probability
principles to determine the class of the data [41].

4. Results and discussion

The suggested hybrid relief-BHHO model is evaluated using three different breast
cancer datasets; (i) Wisconsin diagnostic breast cancer dataset (WDBC) – Dataset
1 (ii) Wisconsin breast cancer dataset (WBCD) – Dataset 2 (iii) mammographic
breast cancer dataset (MBCD) – Dataset 3. The suggested model is implemented in
MATLAB 2020a program. 10-fold cross validation is utilized for the classification
process [42]. This model separates the whole dataset into ten blocks of equal
size. 90% of the data is employed to train the suggested model and the remaining
10% for testing. The results of classification are evaluated in terms of accuracy
(Acc.), precision (Prec.), recall, F1-score, specificity (Spe.) and balanced accuracy
(BA) [43].

The classification process is performed with and without the proposed hybrid
FS model (relief-BHHO). In the first stage of the proposed hybrid FS model, the
features in the data sets are weighted and ranked according to their importance
with the relief algorithm. Then, the value 0 is chosen as the threshold value and
the features higher than this threshold value are determined as distinctive features.
In next step, BHHO algorithm is used to in order to more efficiently eliminate the
unwanted features and the size of the feature set has been significantly reduced. In
the BHHO method, the most distinctive features can be selected when the algo-
rithm reaches a fixed fitness value and the determined maximum iteration value. As
the maximum number of iterations, 10, 50 and 100 values are selected, respectively,
and the algorithm is performed separately for each ML and each dataset. The most
discriminating features selected by relief-BHHO algorithm is presented in Tab. I.
As a result of the experiments performed on the three datasets, the relief-BHHO
method has the lowest fitness value and the lowest number of features using 10th
iteration. This result implies that the algorithm provides a good balance between
exploration and exploitation phases in 10th iteration. Therefore, the features ob-
tained as a result of the 10th iteration are given as input data to the machine
learning algorithms and the classification processes of the machine algorithms are
calculated separately in three data sets.

Tab. II presents the classification performance of ML in terms of performance
measures on the three datasets with and without relief-BBHO. When the results
are examined, the SVM algorithm gives the best result in both cases. Using the
proposed relief-BBHO method, SVM has achieved an accuracy of 98.77%, a preci-
sion of 97.17%, a recall of 99.52%, and a F1-score of 98.33%, a specificity of 99.72%
and a balanced accuracy of 99.62% for Dataset 1. Similarly, SVM has showed the
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Dataset
Max. Original Features Fitness

iterations features selected value

10 30 4 0.016
Dataset 1 50 30 5 0.019

100 30 4 0.017

10 9 3 0.027
Dataset 2 50 9 4 0.032

100 9 3 0.03

10 127 7 0.026
Dataset 3 50 127 9 0.031

100 127 8 0.028

Tab. I Suggested framework for breast cancer classification.

Classifier Metrics
Dataset 1 Dataset 2 Dataset 3

Without With Without With Without With

LR

Acc. 91.92 97.19 93.71 97.14 86.15 92.82
Prec. 91.04 95.75 90.87 94.61 94.83 92.24
Recall 87.73 96.67 90.87 97.02 83.97 95.54
F1-score 89.35 96.21 90.87 95.80 89.07 93.86
Spe. 94.56 98.04 95.2 98.47 90.63 93.67
BA 91.14 97.35 93.03 97.75 87.3 94.6

NB

Acc. 92.62 97.37 93.99 97.71 90.77 94.87
Prec. 85.38 94.34 91.29 96.68 90.52 95.69
Recall 94.27 98.52 91.29 96.68 93.75 95.69
F1-score 89.60 96.39 91.29 96.68 92.11 95.69
Spe. 91.78 99.16 95.41 98.25 86.75 93.67
BA 93.02 98.84 93.35 97.46 90.25 94.68

SVM

Acc. 94.73 98.77 94.56 99.28 91.79 97.44
Prec. 91.04 97.17 94.61 98.76 93.97 97.41
Recall 94.61 99.52 90.12 99.17 92.37 98.26
F1-score 92.79 98.33 92.31 98.96 93.16 97.84
Spe. 94.79 99.72 97.09 99.56 90.91 97.47
BA 94.70 99.62 93.60 99.36 91.64 97.86

K-NN

Acc. 91.56 96.13 93.85 97.00 91.28 95.38
Prec. 85.85 93.87 89.63 96.27 93.10 94.83
Recall 91.00 95.67 92.31 95.08 92.31 97.35
F1-score 88.35 94.76 90.95 95.67 92.70 96.07
Spe. 91.87 97.48 94.62 97.38 89.74 96.20
BA 91.43 96.58 93.47 96.23 91.03 96.77

Tab. II The classification performance of ML in terms of performance measures
on the three datasets with and without relief-BBHO.
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highest classification results compared to other algorithms for Dataset 2 (99.28%
of accuracy, 98.76% of precision, 99.17% of recall, 98.96% of F1-score, 99.56% of
specificity and 99.36% of balanced accuracy). Comparing the classification results
for Data 3, SVM has achieved the best result (97.44% of accuracy, 97.41% of pre-
cision, 98.26% of recall, 97.84% of F1-score, 97.47% of specificity and 97.86% of
balanced accuracy).

To demonstrate the effect of hybrid feature selection (HFS), Fig. 4 lists the
comparison results between relief-BHHO and without feature selection (WFS). The
results are shown in terms of accuracy for each ML algorithm. When comparing
the relief-BHHO and WFS, the accuracy rates increased with HFS for each ML
algorithm. The accuracy rate of LR improved with relief-BHHO by 5.27%, 3.43%,
and 6.67% for both datasets, respectively. By using the relief-BHHO, the accuracy
values of NB increased by 4.75%, 3.72%, and 4.1% for three datasets, respectively.
Similarly, the relief-BHHOmethod increased the accuracy of SVM by 4.04%, 4.72%,
and 5.65%, respectively. The accuracy values of k-NN increased 4.57%, 3.15%, and
4.1%, respectively, when using the relief-BHHO model.

 
Fig. 4 Comparison of Relief-BHHO with and without feature selection. 
 

Fig. 4 Comparison of relief-BHHO with and without feature selection.

The proposed hybrid relief-BHHO approach is compared in terms of robustness
with 3 methods frequently used in the literature: BGWO, GA and BPSO [44–48].
The comparison was conducted same features and the same hybrid feature selection
procedure (Fig. 3), only the wrapper part is changed. Instead of binary Harris hawk
optimization algorithm, GA, BPSO, and BGWO approaches are applied as wrapper
feature selection, respectively. The population size is selected 10, the maximum
iterations are selected 10, 50, 100, lb and ub are selected 0 and 1, respectively,
crossover and mutation in GA are set 0.8 and 0.01, respectively, inertia weight in
and acceleration constant c1 and c2 in PSO are set 0.9 and 2, respectively.

Tab. III highlights the comparison results in terms of the number of selected
features, fitness value, and accuracy. For Dataset 1, 3 features for relief-BHHO
and relief-BPSO and 4 features for relief-GA, and 5 features for relief-BGWO are

77



Neural Network World 2/2023, 67–83

Method
Dataset 1 Dataset 2 Dataset 3

SF FV Acc. (%) SF FV Acc. (%) SF FV Acc. (%)

Relief-BHHO-SVM 3 0.027 98.77 4 0.016 99.28 7 0.026 97.44
Relief-GA-SVM 4 0.033 97.71 3 0.02 97.4 3 0.035 94.36
Relief-BPSO-SVM 3 0.048 96.42 5 0.027 96.5 9 0.038 92.82
Relief-BGWO-SVM 5 0.038 96.85 4 0.019 96.67 7 0.032 95.87

Tab. III Performances of FS model over BC datasets.

selected. While relief-BHHO and relief-BPSO select the same number of features,
relief-BHHO shows the most oriented fitness value with 0.027. In addition, relief-
BHHO-SVM shows the highest performance in terms of accuracy with 98.77%. For
Dataset 2, while relief-GA selects the least number of features, their mean fitness
value is greater than relief-BHHO. Additionally, the relief-BHHO-SVM method
outperforms with 99.28% of accuracy. Similarly, relief-GA selects the least number
of features for Dataset 3. However, relief-BHHO selects 7 features with a 0.026
fitness value and this seems to be the most fitness-oriented. When using an SVM
classifier with the relief-BHHO approach, it achieves an accuracy of 97.44%.

GWO, PSO and GA are some of the NIM algorithms frequently used in the
literature. As a common feature of these algorithms, there are two stages in the
search steps, namely exploration and exploitation. Due to these structures, these
algorithms may encounter such as trapped in local optima and immature conver-
gence during their exploration and exploitation phases. However, HHO includes
a total six stages, two in exploration and four in exploitation, and randomly per-
forms one of these stages to find the optimal solution. In the study of Heidari [15]
et al., HHO achieved more successful results compared to other NIM algorithms.
Similarly, in our study, HHO achieves better results in terms of fitness value (FV)
and classification performance when compared to algorithms such as GWO, PSO
and GA. Based on this evidence, it can be said that the relief-BHHO-SVM method
is a more convenient method for breast cancer datasets with its low fitness value
and high accuracy value.

The result obtained with the proposed hybrid relief-BHHO method are com-
pared with the results of some similar studies on the detection of breast cancer in
the literature. Tab. IV shows the comparison of the proposed study with previous
studies based on classification accuracy. For fair comparison, previous studies that
predicted breast cancer on WDBC and WBCD datasets using feature selection
and classification methods are considered. When compared with similar studies,
it can be said that the presented method achieves very successful accuracy rates.
Compared to Alshayeji et al only, the accuracy seems to be slightly lower. How-
ever, we would like to state that our study was tested on 3 different data sets and
the total processing complexity is less than artificial neural networks thanks to the
feature selection-optimization processes. This situation stands out as an important
advantage of our study.
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Reference Methods Dataset Accuracy (%)

Alshayeji et al. [18] ANN WBCD 99.85
WDBC 99.47

Salama et al. [49] SMO WDBC 97.71
WBCD 96.99

Chaurasia et al. [50] SMO WBCD 96.19
Mafarja et al. [51] BGOA-M WBCD 97.43
Ibrahim et al. [52] SSA-PSO WDBC 96.97

WDBC 98.00
Rao et al. [53] ABCoDT WDBC 97.18
Suggested model Relief-BHHO-SVM WDBC 98.77

WBCD 99.28
MBCD 97.44

Tab. IV Comparison of our proposed method with similar recent studies. ANN:
Artificial neural network, SMO: Sequential minimal optimization, ABCoDT: Ar-
tificial bee colony-gradient boosting decision tree, SSA: Salp swarm optimization,
BGOA-M: Binary grasshopper algorithm-mutation operator.

5. Conclusion and future works

Recent years, quite a few approaches have been proposed for BC classification.
However, building an effective classification model is a challenging issue for re-
searchers. The aim of this study is to present a hybrid FS based on relief-BHHO.
For classification process, four different ML algorithms such as LR, NB, SVM and
k-NN are used, respectively. The suggested model in the study is tested on three
different BC datasets. The relief-BHHO FS approach is utilized to select the most
discriminating features and compared to three well-known FS models. The set
of features selected by the suggested hybrid FS and three well-known FS mod-
els are given as separately inputs to ML algorithms. Among many comparisons,
relief-BHHO-SVM has also achieved the best performance when tested on all three
datasets. Moreover, the relief-BHHO approach has improved the performance of
ML algorithms for the three datasets. When comparing the results of relief-BHHO
approach to other well-known FS approaches, relief-BHHO approach has showed
the better performance with low fitness value. In the future, other feature selec-
tion methods, filter selection approaches, and classification methods such as deep
learning and its variants can be considered as potential alternatives to the proposed
scheme. We think that this hybrid FS model can be used not only in breast cancer
but also in the diagnosis of other cancer types.
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