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Abstract: Modern development in deep learning and computer vision techniques,
intelligent transportation system (ITS) has emerged as a useful tool for building a
traffic infrastructure in smart cities. Previously, several computer vision techniques
have been proposed for vehicle recognition, which were limited in handling undis-
ciplined, dense and laneless traffic conditions. Moreover, these frameworks did
not incorporate many of the local vehicle configurations common in South Asian
countries such as Pakistan, Bangladesh, and India. Considering the limitations of
previous frameworks, this paper presents efficient vehicle detection and counting
model for undisciplined conditions including dense and laneless traffic, occulusion
cases and diverse range of local vehicles. A dataset of more than 2400 images of
vehicles has been collected comprising of six new categories of local vehicles, and
considering undisciplined traffic conditions to ensure robustness in vehicle detection
and counting system. Transfer learning based technique has been used, using faster
R-~-CNN model with Inception V2 as underlying architecture. The experimental re-
sults show a precision of 86.14% in terms of mAP. The work finds its application
in South Asian contexts as more smart cities are formed in this region. The pro-
posed framework will enable traffic monitoring with higher reliability, accuracy and
granularity, contributing in having next-generation ITS.
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1. Introduction

In urban cities, as the number of vehicles keeps on increasing with the inadequate
infrastructure of traffic, vehicle accidents and traffic congestion become a serious
issue to deal with. This causes a plethora of problems for today’s society, including
the degradation of urban traffic conditions, difficulty in vehicle tracking, and fatal
accidents. The advanced solution for these problems is the intelligent transporta-
tion system (ITS) [12]. With the help of emerging technologies, modern cities can
rely on ITS to reduce congestion issues and their negative effects as well as to
gain additional benefits from the processed data. Vehicle detection and counting
in road monitoring video streams are of great significance in ITS and are promising
applications in the future technology of vehicle to vehicle (V2V) communication.
It enables the extraction of vehicle images from image sequences or video, using
different image processing algorithms [1,50]. Vehicle detection and counting is a
challenging task to perform due to occlusion, varying sizes, orientations, and types
of vehicles. It is a crucial yet challenging part of ITS which can assist authorities in
extracting useful information for making informed traffic decisions [45]. Moreover,
it can be utilized in many other aspects including vehicle theft, large-scale parking
lot management, safety management of highways, electronic toll collection (ETC),
traffic investigation, etc.

Recent developments in deep learning (DL) technique make it interesting area
of research for vehicle detection and classification. The DL techniques have shown
promising results with better adaptability as compared to the classical machine
learning approach. Convolutional neural network (CNN) based DL are very effi-
cient in learning features automatically and are capable to perform various multiple
tasks such as classification and bounding box regression [7,16,21,51]. However,
CNN based vehicle detection requires a huge amount of data to obtain good accu-
racy. The dataset must be general and cover the real traffic conditions to achieve
generalizability. However, most of the existing research in vehicle detection has
been conducted on datasets that are for disciplined traffic. Further, the avail-
able vehicle datasets like CompCar [49], Stanford [3] and PSU [34] are very small
datasets based on very limited classes. Moreover, they do not include local vehi-
cle categories of South Asian countries. To address the limitations of traditional
vehicle detection systems, following main contributions have been made.

— The proposed framework is specifically tailored for the local transportation
that is prevalent in South Asian countries like Pakistan, Bangladesh, and In-
dia. The research offers a new dataset that is more diversified and reflective of
the actual traffic circumstances in this region. It consists of over 2400 images
and six new categories of nearby local automobiles, namely cars, rickshaws,
trucks, bikes, medium-sized vehicles (MSV), and buses

— The work presents an efficient solution for vehicle detection in dense and
diverse traffic scenarios with occlusion and bumper-to-bumper traffic, which
is a common problem in undisciplined traffic surveillance. The framework is
capable to detect vehicles accurately even in undisciplined traffic conditions
with visual occlusion and outperforms the existing models trained on limited
classes of modern vehicles.
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— A flexible vehicle counting framework is presented in three different modes of
operation: total vehicle counts concerning the region of interest (ROI), frame
by frame count, and single photo count.

The rest of the paper is organized as follows. In Section 2, the prevalent vehicle-
detection methods are discussed briefly. In Section 3, the proposed methodology
has been elaborated. The experimental setup and results are explained in Section 4
and Section 5 respectively. Finally, the article is concluded in Section 6.

2. Literature review

Vehicles are difficult to recognize in a range of road conditions and dynamic en-
vironments, thus detecting them in camera photos is always a challenge. Vehicle
detection and recognition is a critical yet difficult task since the vehicle image is dis-
torted and impacted by a number of factors. With each new car model, the number
of vehicle kinds increases at first. Following that, there are many similarities be-
tween various vehicle types, and there are also significant differences across vehicle
images due to differences in street circumstances, climate, lighting, and cameras.
The field of vehicle detection can been divided into two categories depending on
the techniques that are employed for feature extraction; manual feature extraction,
and data-driven feature extraction approach.

In classical vehicle detection algorithms, the system usually finds features of
an object or group of objects manually in the very beginning. After that, it tries
to categorize these features into different classes via classification models. In the
last step, the system decides which category the object belongs to. The biggest
strength of this method is that the geometry and features of the targets are known
before the detection. While it can be a weakness or limitation as well because it
can only detect pre-learned objects. These traditional algorithms have three basic
processes: region selection, feature extraction, and classification. Haar [28] and
histogram of oriented gradients (HOG) [41] are the most commonly used feature
extractors. The feature extractors are usually followed by classifiers like support
vector machine (SVM) [35], decision trees, and AdaBoost [48].

The sums and differences of rectangles over an image patch are used to calculate
Haar features [28]. It was best suited for real-time detection since it was efficient
at computing the symmetric structure of objects to be detected. HOG features are
extracted in two steps: evaluating edge operators over the image, discretizing, and
discarding edge intensities’ orientations into the histogram. Although this method
is more time consuming, it has achieved good results for pedestrian detection [8].
The HOG feature vector has long been used in conjunction with the SVM classifier
to determine the orientation of the object. In object detection, the HOG-SVM [§]
had a lot of success. Authors in [10] have presented a comparative study of SVM
and decision trees models, using the HOG algorithm for manual feature extraction,
for vehicle detection and tracking. The dataset used is extracted from the Udacity
website that consists of vehicle and non-vehicle samples of the KITTI benchmark
suite. The models are trained with the same dataset and the evaluation result
showed that SVM performs better for vehicle detection and tracking than decision
tree. In [47], a vehicle detection system has been presented with occlusion han-
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dling, tracking, counting, and classification. Vehicle detection has been performed
using the background subtraction technique using the adaptive gaussian mixture
model. Further blobs were analyzed to extract geometrical features of vehicles. An
algorithm has been proposed to handle the occlusion. Adaptive Kalman filter is
used for vehicle tracking. For classification k-mean clustering, SVM, OC-SVM has
been employed, classifying into three classes small, midsize and large vehicles. The
vehicle detection results obtained range between 68.7%-99.5% mAP. The dataset
used is highly disciplined and covers only a few vehicle types such as car, van, truck,
and a big truck. In such ideal circumstances, traditional approaches demonstrated
good accuracy but result deteriorates in the presence of shadows, occluded vehicles,
complex scenarios, and settings.

In contrast to the manual feature extraction methods used in vehicle detection,
the DL methodology extracts the features that are later employed in vehicle recog-
nition using a data-driven algorithm. DL-based algorithms utilize the statistical
data of images to learn the appearance of an object automatically. Furthermore,
the CNN features are more prominent where feature learning process mimics the
human visual mechanism [27]. DL object detection techniques are divided into
two categories: two-stage object detection and one-stage object detection, owing
to differences in network topology and feature learning progress. The two-stage
object detection models are region based. These models perform image processing
in two separate stages. In the first stage, the region of interest is retrieved from
images and converted into a series of sparse candidate frames. Later in the second
stage, the objects are classified and the location of the object is further refined.
Faster R-CNN [36], mask R-CNN [20], and R-FCN [9] are widely used algorithms
for two-stage detection model.

Region-based CNN (R-CNN) [16] is one of the initial extensions of CNN that
uses a selective search method to extract features. But R-CNN was slow in com-
putation and expensive in terms of storage; therefore it was not suitable for huge
datasets [17]. As an alternative, another object detection technique is fast R-
CNN [17], which showed a little improvement in terms of computation time than
R-~CNN. Faster R-CNN is a modified version of fast R-CNN. It uses region proposal
network (RPN) for feature extraction instead of selective search. Another faster
R-CNN breakthrough is by smoothing L1 loss; the loss function smoothens the
training progress and improves detection outcomes. Mask R-CNN is an extension
of faster R-CNN. In addition to the outputs like a class label and bounding box off-
set, mask R-CNN also gives an additional output of the object mask for each region
of interest (ROI). Mask R-CNN is relatively simpler but due to the mask object, it
adds a little computational overhead as compared to faster R-CNN. Region-based
fully convolutional networks (R-FCN) [9], is a modified form of faster R-CNN to
boost the speed and to incorporate translational variance into fully convolutional
network (FCN). Although R-FCN has a better inference time, faster R-CNN gives
a more accurate prediction than R-FCN [9].

In one-stage detection techniques, the prediction results are obtained in one
step, directly from the image. The primary idea behind one-stage detection is to
evenly undertake extensive sampling in multiple areas of the images, with varying
sizes and aspect ratios, and then apply CNN to extract features before directly
classifying and regressing, all in one step. As a result, while uniform intense sam-
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pling has the advantage of being quick, it also has the disadvantage of being more
complicated to train, resulting in slightly lower model accuracy. Single shot de-
tection [30], RetinaNet [29], and YOLO [6,37-39] are the main algorithms of the
one-stage detection model.

SSD [30] was proposed in 2015; to transform the inspection task into a uniform,
end-to-end regression problem, and obtains the position and classification simulta-
neously by only one process. It extracts multi-scale features from a scene, where
small-scale features help to detect a large object and vice versa. The main advan-
tage of SSD is it works well with low-resolution images, which reduces the need
of using expensive sensors to some extent. You only look once (YOLO) [6,37-39]
uses the CNN network to implement the detection, the training and prediction
process is end-to-end, the algorithm is fast and straightforward, YOLO does the
convolutional calculation of the whole picture, so it has the advantage of a larger
field of view during the detection, and is not easy to misjudge the background. The
full convolutional layer serves the purpose of the attention module. Besides, the
generalization capability of YOLO is well, and the model robustness is high when
migrating. Moreover, the new feature extraction network (DarkNet-19), adaptive
anchor box, and multi-scale training make YOLO detection performance well. The
one-stage algorithms work well with speed and simplicity due to end-to-end com-
putation, but when it comes to accuracy, two-stage algorithms are considered a
better choice. RetinaNet [29] solves this problem that the loss of simple samples
can cover the loss of a large number of complicated cases, and it is a one stage
algorithm model with accuracy comparable to the two-stage detection algorithm.
However, compared with YOLO, SSD, RetinaNet’s inference time is slow.

In [43], a comparative study, of vehicle detection algorithms based on a deep
learning model, has been presented. The faster R-CNN and single shot detector
(SSD) models were trained on India driving dataset (IDD), the dataset is con-
structed from the highly unstructured roads where lane discipline is not followed.
It was observed that faster R-CNN outperforms the SSD in terms of accuracy.
However, the amount of data collected is not diverse and not sufficient enough to
achieve the desired accuracy. In [24] the researchers proposed a vehicle detection
model based on tiny YOLO V2 and used a combination of CNN and SVM to clas-
sify objects. The proposed model has been trained on BIT-Vehicle produced by
the Beijing Institute of Technology [11]. The vehicle dataset is restricted to big
size cars and divided into six categories: bus, microbus, minivan, sedan, SUV, and
truck. Detection results are found to be 0.82 IOU and an average recall of 94.45%
with a threshold of 0.8. In [31], five major image processing models R-FCN, mask
R-CNN, SSD, RetinaNet, and YOLO V4 have been compared on Berkley Deep-
Drive dataset [50]. The study concludes with YOLO V4 outperforming all the other
algorithms with an average precision of 88.67% without occlusion and 73.09% with
occlusion. The dataset used covers only disciplined traffic and does not contain
local vehicle classes. In [32], a review of different vehicle detection algorithms has
been presented. The paper compared the performance of five major deep learning
models (faster R-CNN, R-FCN, SSD, YOLO V3, RetinaNet), for vehicle detection
on the KITTTI [14] dataset. The data is divided into three categories easy, moderate
and hard based on occlusion. The RetinaNet algorithm works better in terms of
precision than other algorithms but inference time is relatively slower. In [42], a
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vehicle type detection model has been proposed based on YOLO V2 with an en-
hanced feature extraction approach using a multi-layer fusion strategy. The study
is conducted on two datasets obtained from BIT [21] and CompCars [49]. Although
the model reached an accuracy of 94.78%, the data used was not diverse and the
amount of data was very low. In [37], an improved model of faster R-CNN has
been proposed, trained on the KITTI [14] dataset. The improved model depicted
an accuracy of 83%. In [3], a comparative study was presented on vehicle detection
using aerial images. The performance of three state-of-the-art CNN algorithms
faster R-CNN, YOLO V3, and YOLO V4. The algorithms were tested on two dif-
ferent datasets Stanford dataset [3] and Prince Sultan University dataset [34]. The
study highlighted the fact that the clarity of the features, the quality of annotation,
and the representation of the learning dataset are more important than the actual
size of the dataset, as the three algorithms gave better results on the PSU dataset
than the Stanford dataset.

Most of the research discussed above has been done using the accessible pub-
lic datasets that only reflect disciplined traffic conditions and include only vehicle
types, which are common in well-developed countries. The greater part of the
researchers’ examination principally centers around the characterization of vehi-
cles into general classes, like motorbike, vehicles, transports, or trucks [12,40], yet
this doesn’t give adequate usefulness to fulfill requirements of Asian countries like
Pakistan, Bangladesh, and India with local vehicles in undisciplined traffic condi-
tions. In [43], the researchers target Indian traffic, however, their accuracy is low.
This indicates the need for an efficient vehicle detection framework alongside the
dataset that includes the local transportation, i.e., conventional trucks, local cars,
rickshaws, and motorbikes in heavy undisciplined traffic conditions. In this paper,
an efficient vehicle detection and counting framework is proposed based on trans-
fer learning technique using faster R-CNN model with Inception V2 as underlying
architecture, using a self collected dataset from Karachi, Pakistan.

3. Methodology

The proposed system is comprised of following steps: Data collection, data prepa-
ration, data pre-processing, detection, localization, and vehicle counting. As shown
in Fig. 1, firstly, the dataset is collected by installing cameras on the pedestrian
bridge. The footage obtained from the mounted camera is pre-processed and trans-
formed into frames containing different classes of vehicles. The vehicles in each
frame are annotated and converted into XML files which are then divided into
train and testing datasets.

The model is trained on the training dataset and upon completion of the train-
ing, the inference graph is frozen that holds information like weight, graph into a
single file. The loss is computed and the model is evaluated using object detection
evaluation metrics, i.e., mAP. This trained model is then used to perform detection
and counting on the given input in form of video and image. After passing through
the detection phase, the information related to bounding boxes, detected objects
is used to count the vehicle respective to their classes. The resulting output is
written on the given video/image and the records are saved in a CSV file.
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Fig. 1 Proposed framework for local vehicle detection and counting.

3.1 Data collection

The dataset is a critical input in DL based classification systems since it helps the
algorithms learn the features and produce predictions based on the learnt infor-
mation. There is currently no vehicle dataset available that covers full range of
automobiles from Asian nations such as Pakistan, India, and Bangladesh to ad-
dress detection and counting issues. Keeping in mind the aforementioned issues,
the dataset was created by deploying cameras in various places of Karachi. The
cameras were installed on pedestrian bridges to obtain a frontal view of the auto-
mobiles during the day. Traffic footage from several areas of Karachi were collected
and then processed to extract vehicle images. Four 45 minutes long videos were
obtained from the traffic footage. Each video produced 600 images to work on.
In total, 2400 images were used. In Pakistan, SECAM standards are followed for
which the standard frame rate for videos is 25 FPS. The frame rate for the video
dataset used in this paper is therefore set to standard 25 FPS and the resolution
of data set images is 1280 x 738 pixels. As shown in Fig. 2(a), the complexity of
the dataset was medium to high due to the occlusion and overlapping of vehicles.
Several instances of vehicles overshadowed following vehicles due to high density
and lack of lane discipline.

3.2 Data preparation

Following data gathering, the next step is data preparation. To train the model,
the videos were transformed into images using frame extraction at proper recording
rate. Smaller recording speeds would result in labeling the same car many times
because it would capture more photos than needed. Larger recording speeds, on
the other hand, may result in fewer photos, resulting in the omission of many cars
that required to be labeled.

To identify the entire image of vehicles without redundancy, a recording rate
that adjusts to traffic flow was chosen. The videos were converted to images using
a recording ratio of 90, which means that a snapshot of the traffic stream was
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Fig. 2 (a) A sample image from dataset, (b) a bus with the variation of appearance
at varying distances, (c¢) different forms of bus, (d) different forms of trucks.

collected and transformed to an image training dataset around every fourth second.
With the right recording rate, the 45-minute video produced 600 pictures. The
final collection contains around 2400 photos divided into six categories: bus, car,
rickshaws, truck, bike, and MSV. There were several instances of each class in each
image.

3.3 Data labeling

The dataset generated had fixed resolution. All the images in the dataset were of
fixed size and had many variations of different vehicles. For the collected datasets,
preprocessing involves annotation and labeling only. Each vehicle present in the
image was labeled. There were numerous instances of different categories. For
better accuracy, the vehicles at different angles and forms were annotated. For
example, the car farther away from the mounted camera in a frame differed in its
form when it was closest to the camera in the next few frames. Therefore, it was
necessary to annotate the same car on different frames if they appear different.
Fig. 2(b) illustrates the variation in the appearance of the traditional bus due to
its varied distance from the camera in a different frame. The upper portion (roof)
of the bus is not visible until it reaches closest to the mounted camera.

Annotation challenges: Annotations have a large impact on optimizing detec-
tion based on our criteria. Labeling presented a number of issues as well. One of
the difficulties is categorizing the traffic, as there are many distinct classifications of
traffic. The traditional buses and coaches are combined into a single category called
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“bus.” Fig. 2(c) depicts many versions of the category “bus.” The conventional bus
and coach are widespread in the city, however their look varies substantially. Sim-
ilarly, while being vastly different, traditional Pakistani trucks, water tankers, and
huge delivery trucks were all classified as “trucks”. Trucks differed in shape, size,
and appearance, as illustrated in Fig. 2(d). There have even been reports of trucks
with missing car pieces, giving them a one-of-a-kind

Rickshaws and bikes were virtually identical and exhibited minimal variance in
the datasets; therefore they were simply categorized based on their classes. Jeeps,
little and large automobiles, regardless of model, were considered “cars.” MSV in-
cluded HiRoof, HiAce, and other medium-sized automobiles. Donkey carts, bikes
mounted to wheeled carts and chinchy with missing roofs or other vehicle pieces
were among the unusual vehicles in the traffic. However, their frequency of occur-
rence in the traffic stream was so low that they could not be classified as a separate
vehicle class. Such vehicles were also labeled as MSVs (medium sized vehicle). An-
other issue in the pre-processing step was bumper-to-bumper traffic and occlusion.
Karachi’s traffic is dense and diverse. Morever, in undisciplined traffic, vehicles
may not follow a designated lane or may swerve in and out of lanes, making it diffi-
cult to track them accurately. Because the full image of the cars is not accessible, it
is difficult to annotate the items completely. Fig. 2(a) depicts the occluded vehicle
figures in the case of heavier traffic. In this circumstance, the annotations must
be carefully modified while keeping future datasets for detection and classification
in mind. Each vehicle in the frame was labeled, including any parked automobiles
that were visible. Vehicle figures, both complete and fragmentary, were labeled
such that the model could detect every version/form of the vehicle.

3.4 Classification and localization

The accuracy of the model was top priority for the proposed framework as the
results carry important information necessary for applications like traffic control-
ling, monitoring, and map congestion calculation and visualization. The selected
algorithm must exhibit good accuracy coupled with decent computational speed.
When calculated in raw mAP, the faster R-CNN shows better performance than
SSD, however, it is more computationally expensive.

The feature maps from the convolutional layers are considered as image features
for the fully-convolutional RPN which takes the input of any size and outputs rect-
angular object proposals with object detection score. The features are extracted
using the sliding window technique. Initially, RPN initiates n x n sliding window
which has different scales and aspect ratios at every convolutional feature map.
Every sliding window is then mapped to a low dimensional vector. These are sent
as input to two layers: box classification layer and box regression which identifies
the probability of being an object and coordinates of the bounding boxes respec-
tively. After regions are proposed, regions of interest (ROI) are generated that
pass through the pooling layer. ROI pooling handles the mapping of all proposals
obtained from RPN into a single feature map. Each ROI is then passed through
the pooling layer and fully connected layers to calculate the probability and refine
the coordinates of bounding boxes [19].
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3.5 Transfer learning

The implementation of the proposed framework is done using a pre-trained faster
R-CNN TensorFlow model as given in [2]. Transfer learning involves using already
built network architecture and models that have been developed for similar tasks
and refining and returning it for the required purpose. Since the proposed frame-
work is centered around the detection and counting of vehicles, pre-built models
for object detection were deployed rather than building model from scratch. Deep
neural networks require millions of samples of the dataset to be fully optimized [15].
Training these networks from scratch comes with the requirement of high compu-
tational resources and extensive datasets [15]. Moreover, using pre-built layers
of CNN architecture which show good performance gives assurance for the better
performance of the application that needs to be efficient. Adding custom layers
and fine-tuning such networks increases the chances of trained models being accu-
rate for the specific task and training these models with a custom dataset provides
better efficiency. The proposed framework uses Inception V2 architecture for the
faster R-CNN model.

3.6 Inception V2 architecture

The Inception V2 network model is pre-trained on the ImageNet dataset using
high-computational and advanced computers. Inception V1 was introduced as
GoogleNet in [44] which were further improved through different techniques in-
cluding batch normalization [23] to provide Inception V2. The Inception V2 has
several modules as shown in Fig. 3. Each of which performs four operations in
parallel: 1 x 1 convolutional layer, 3 x 3 convolutional layer, 5 x 5 convolutional
layer, and max pooling. 1 x 1 convolutional block performs depth reduction. The
resulting outputs from mentioned four operations are concatenated together using
a depth-wise approach and produce a filter concatenation block. Different inception
module identifies different salient features at different level. The global features are
captured by the 5 x 5 convolutional layers whereas the more distributed features
are captured by the 3 x 3 convolutional layers. The low-level features are captured
with max-pooling. The captured features are extracted and concatenated before
passing down to the next layer.

3.7 Vehicle counting

The model’s detection findings are used to accomplish the vehicle counting. It is
necessary to configure parameters such as the path to the model and the inference
graph through which counting is to be performed. The model receives input in the
form of video or image, as well as information about its FPS, height, and width.
The label map is then loaded, which contains information about various class names
and associated indexes.

The object detection function generates and outputs detection boxes, detection
scores, and detection classes for all extracted frames after the input is passed to
the model for counting. Using this data, the visualization tool generates bounding
boxes around each detected vehicle, along with its class and confidence score. The
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Fig. 3 Inception V2 architecture [}/].

count per frame of each vehicle class is calculated, displayed, and recorded as entries
in a.csv file using this information.

The concept of ROI (region of interest) line is used for total vehicle count or
cumulative vehicle count. They-max coordinate of each detected vehicle of each
frame is compared with the ROI position. If it overlaps, the function parameter
that defines if the vehicle is detected or not is set to 1 and the visualization function
returns the counter value is 1. For every detected vehicle on each frame, the process
of visualization is performed. If the counter is 1, the count of the total passed
vehicle is incremented and the color of the line for that frame is changed from red
to green. All extracted frames are read iteratively until the end is reached. The
output is saved in form of a video and record.

4. Experimental setup

The experiments were conducted on a graphics processing unit (GPU) server,
Nvidia Tesla K80 having 2496 CUDA cores, with 12 GB GDDR5 RAM. The com-
plete setup of the experiment is shown below in Tab. I.

To train the models, the efficient faster R-CNN-based deep learning framework
was chosen. The main hyper parameter for faster R-CNN is the feature extractor,
Inception V2 [23,44] has been used for learning the features from the input image.
The default values of momentum (0.9), weight decay (0.0005) and learning rate
2 x 107* has been used. The selection of a dataset is regarded as critical for
utilizing distinct jobs in vehicle detection. Tab. II compares a few distinct datasets

Hardware Environment

Computer GPU Server

CPU Intel(R) Xeon(R) CPU @2.3 GHz with 45MB cache
GPU NVDIA Tesla K80, 2496 CUDA cores

Memory size RAM (~12.6 GB), Hard Disk (~320 GB)

Tab. I The hardware environment.
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for road item identification. In comparison to other current datasets, our data set
includes local traffic vehicles such as animal carts and rickshaws, which are typically
not included in any other dataset. The details of vehicular classes in other datasets
are given in Tab. ITI.

Dataset Classes (vehicles only)

KITTI car, van, truck, tram

BDD 100K bike, car, bus, truck, motor, train

IDD bicycle, bus, train, motorcycle, car, truck, auto-rickshaw,
caravan, animal and trailer

Stanford bus, golfcart, car, skateboard

PSU none

BIT sedan, SUV, microbus, truck, bus, minivan

CompCar MPV, SUV, hatchback, sedan, minibus, fastback, estate,
pickup, sports, crossover, convertible, hardtop conv

Dawn none

Our dataset  bus, car, rickshaw, truck, bike, medium-sized vehicle (MSV)

Tab. III Dataset classes.

5. Results and comparison

Performance of the algorithm is evaluated based on mean average precision (mAP),
which is currently the most popular object detection measure, as described by
PASCAL VOC Challenge [9]. The important evaluation parameters used are true
positive (TP), false positive (FP), and false negative (FN). TP is the number of
detections in both ground truth and results. FP is the number of detections in
results only, excluding the ground truth. FN is the number of detections in ground
truth only, excluding the results.

Precision (P) is the percentage of correct positive predictions. Recall (R) is the
percentage of correct positive predictions among all ground truths. Precision and
Recall cannot completely determine the performance of an object detection model,
so mean average precision (mAP) is calculated as shown in Eq. 1. The value of
mAP ranges from 0-1 with a higher value indicating better results.

classes

1 TP(c)
mAP = classes ; TP(c) + FP(c) (1)

In Tab. IV, a summary has been presented based on the datasets, algorithms,
and results of the previously proposed works on vehicle detection, compared to
our work. It is evident from Table 5, that most of the research in ITS majorly
focuses on disciplined traffic where the vehicles are strictly moving in one lane,
with well-defined boundaries, and in a structured environment. There are very
few frameworks reported that perform vehicle detection in a constrained environ-
ment like unstructured road, undisciplined traffic, and poor boundaries. Many
researchers [11, 13,31, 32,42, 43] have proposed several deep learning models for
vehicle detection but experiments are limited to a strict disciplined environment
and include only vehicles that are common in well-developed countries.
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This doesn’t fulfill the vehicular classification requirements of Asian countries
like Pakistan, Bangladesh, and India with local vehicles in undisciplined traffic
conditions. The paper [43] has presented a comparative study of different Vehicle
detection algorithms on undisciplined traffic but the results showed quite low pre-
cision. The purpose of conducting this study is to bridge this gap by training the
deep learning model on real undisciplined traffic. The dataset used in the study
comprises real traffic videos of the city of Karachi, Pakistan. The traffic in Karachi
is highly undisciplined and unstructured. Moreover, the study focuses on all the
vehicle types that have not been covered in any of the existing datasets, like ve-
hicle types rickshaws, animal cart, HiAce, traditional heavy trucks in addition to
common vehicle classes like the car, motorcycle, truck, and bus. The experiments
have been conducted on datasets that overcome the aforementioned shortcomings
of previous datasets. The results show the average precision of vehicle detection
attained is 86.14%. The experimental results verified that the proposed vehicle
detection and counting method for real undisciplined traffic video scenes has good
performance and feasibility. Moreover, vehicles in other countries of South Asia
like in India, Bangladesh have the same shapes such as rickshaws, animal carts, and
conventional trucks. Hence, the methodology and results of the proposed vehicle
detection and counting model can be used as a reference for South Asian transport
studies.

6. Conclusion

The suggested model implements vehicle detection and vehicle counting for het-
erogeneous traffic in cities where lane discipline is not enforced. By focusing on
uncontrolled traffic situations for vehicle detection and counting, the system over-
comes the limitations of previous research work. It detects and counts the number
of vehicles passing on the road by adding up the total number of vehicles or count-
ing them frame by frame. To train the detection and counting system, a collection
of 2400+ photos of six classes (including local vehicles) is collected utilizing uncon-
trolled traffic circumstances. The framework has been specifically built to accom-
modate vehicle designs typical in South Asian countries such as Pakistan, India,
and Bangladesh. It aspires to automate vehicle counting and detecting systems to
facilitate V2V communication in smart cities by making educated judgments about
infrastructure, traffic offences and other traffic related issues.
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